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Abstract

As proposed for the emergence of modern languages, we argue that modern uses of languages (pragmatics) also evolved gradually in our species under the effects of human self-domestication, with three key aspects involved in a complex feedback loop: (a) a reduction in reactive aggression, (b) the sophistication of language structure (with emerging grammars initially facilitating the transition from physical aggression to verbal aggression); and (c) the potentiation of pragmatic principles governing conversation, including, but not limited to, turn-taking and inferential abilities. Our core hypothesis is that the reduction in reactive aggression, one of the key factors in self-domestication processes, enabled us to fully exploit our cognitive and interactional potential as applied to linguistic exchanges, and ultimately to evolve a specific form of communication governed by persuasive reciprocity—a trait of human conversation characterized by both competition and cooperation. In turn, both early crude forms of language, well suited for verbal aggression/insult, and later more sophisticated forms of language, well suited for persuasive reciprocity, significantly contributed to the resolution and reduction of (physical) aggression, thus having a return effect on the self-domestication processes. Supporting evidence for our proposal, as well as grounds for further testing, comes mainly from the consideration of cognitive disorders, which typically simultaneously present abnormal features of self-domestication (including aggressive behavior) and problems with pragmatics and social functioning. While various approaches to language evolution typically reduce it to a single factor, our approach considers language evolution as a multifactorial process, with each player acting upon the other, engaging in an intense mutually
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reinforcing feedback loop. Moreover, we see language evolution as a gradual process, continuous with the pre-linguistic cognitive abilities, which were engaged in a positive feedback loop with linguistic innovations, and where gene-culture co-evolution and cultural niche construction were the main driving forces.
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1. Introduction

Language is a hallmark of human cognition. How language evolved in our species has been an important concern for linguistics and cognitive sciences during the past decades. For the most part, research has been centered on the structural aspects of language and on the underlying computational abilities that enable us to put words together and construct (complex) sentences (and thoughts). Nonetheless, language is certainly a tool for interacting with others, and paying attention to language use is equally crucial for achieving a good understanding of how and why it evolved. As is the case with the computational abilities involved in sentence (dis)assembling, we should expect that our pragmatic abilities, that is, our knowledge of how language is put to use, also build on cognitive abilities and behaviors that exhibit continuity with other animals, although some human-specific innovations can be expected too. A thorough review of the evolution of the different abilities underlying pragmatics is beyond the scope of this paper, given that this process is expected to intersect with many, if not most of the changes which occurred during our speciation, from cognition to behavior to our body (see Levinson, 2016; Scott-Phillips, 2017 for useful references). Instead, we focus on a recent hypothesis about how our species emerged, namely, the self-domestication account of human evolution, which claims that human distinctiveness is to a large extent the outcome of an evolutionary process similar to animal domestication. We will examine whether, and to what extent, this fresh view can help us achieve a more comprehensive understanding of how pragmatics developed and changed over time.

In our previous research, we explored the effects of human self-domestication on the type of grammars putatively spoken by our species in our remote past (Benítez-Burraco & Progovac, 2020; Progovac & Benítez-Burraco, 2019). In this paper, we hypothesize that increased self-domestication also had a deep impact on language use, paving the way toward modern pragmatics. Specifically, we contend that the characteristic traits of human language use are strictly connected to the transition from a mostly unidirectional form of persuasive communication (inherent both in human and animal communication) to a form of communication governed by persuasive reciprocity. Stressing the role of competition as an equally important factor as cooperation, such transition characterized human communication in terms of conversation (Ferretti & Adornetti, 2021; Ferretti, Adornetti, & Chiera, submitted). In line with these considerations, we conceive the process of language evolution as an intense feedback loop involving multiple mutually engaged players, including (but not limited to) reduction in reactive aggression (linked to self-domestication), the gradual emergence and sophistication of grammar (also linked to self-domestication but impacting as well on self-domestication forces), and the gradual sophistication of pragmatics (which we will hypothesize to be linked
to the other two players, impacting on them but being modeled by them as well), thus avoiding typical approaches to language evolution, which reduce it to a single factor. In addition, we consider that language evolution involves heavy reliance both on ancestral cognitive and behavioral strategies and on recent innovations. Finally, we regard gene-culture co-evolution and cultural niche construction as the main driving forces of this complex evolutionary process.

2. The self-domestication approach to human evolution

In comparison to extinct hominins and extant primates (perhaps with the exception of bonobos), humans exhibit an increased prosocial behavior. According to Hare (2017), selection for prosociality, and particularly for reduced in-group reactive aggression, might have played a crucial role in human evolution, impacting not only our behavior but also our cognition and most strikingly, our physical and physiological features. To be more precise, humans exhibit many of the biological and behavioral traits commonly found in domesticated varieties of mammals, compared to their wild conspecifics. These features include reduced cranial robusticity and brain size; reduced sexual dimorphism; neotenic traits, including a prolonged juvenile period, or a childish face; and changes in our behavior, including reduced reactive aggression and increased prosocial behavior, as noted, but also increased play behavior (Fukase, Kondo, & Ishida, 2015; Herrmann, Hare, Cissewski, & Tomasello, 2011; Leach, 2003; Plavcan, 2012; Shea, 1989; Somel et al., 2009; Stringer, 2016; Zollikofer & Ponce de León, 2010). Because of this resemblance with domesticated animals, humans too have been hypothesized to have experienced a domestication process.

Nonetheless, while in mammals, domestication usually results from selection for tameness, as far as humans are concerned, several internal and external factors might have converged to trigger our domestication (or self-domestication), including changes in human foraging ecology; the rise of community living; co-parenting; and/or the deterioration of climate conditions during the Last Glaciation as harsh environments have been argued to favor prosocial behavior, specifically, intergroup tolerance (Spikins, French, John-Wood, & Dytham, 2021); all of which seemingly resulted in a selection toward less emotionally reactive partners and toward tolerance for extra-group individuals (Hare, Wobber, & Wrangham, 2012; Pisor & Surbeck, 2019). Changes resulting from self-domestication have been claimed to account not just for the basic features highlighted above but also for many human-specific sophisticated traits, including our enhanced social cognition, increased cooperation, extended social networks, and ultimately our advanced technology and sophisticated culture (Hare, 2017). It has been hypothesized that the constellation of traits commonly found in domesticated varieties of animals, as also noted in humans, results from a common underlying physiological mechanism. According to this view, selection against aggression reduces the input to the neural crest, an embryonic structure that gives rise to many different body parts during development (Wilkins, Wrangham, & Fitch, 2014).

It needs to be acknowledged that there is a lively debate around the ultimate origins of these purported features of domestication in humans and also of the very existence of a “domestication syndrome” resulting from the “tameness” of the neural crest. For instance, Lord,
Larson, Coppinger, & Karlsson (2020) have recently suggested that this “domestication syndrome” is undermined by a few key points, particularly by the fact that the presentation of its defining characteristics varies widely across species, to the extent that some of these features have not been observed in most domesticated species; some of the domestication traits could be characteristic of modern breeds but not an outcome of the domestication process itself; some/many features of domestication do not seem to co-occur with the onset of selection for tameness; and some domestication features, while being associated with tameness at the population level, might not correlate at the individual level so that they are not always exacerbated in the tamest animals (see Wright, Henriksen, & Johnsson, 2020, for a defense of a “core” domestication syndrome). Sánchez-Villagra and van Schaik (2019) raise some cautionary notes about this syndrome too and also about the involvement of the neural crest in the emergence of features of domestication. Finally, Shilton, Breski, Dor, & Jablonka (2020), in addition to pointing to some key differences between humans and other domesticated animals, support the view that selection for increased self-control and pro-social motivation (instead of reduced aggression) might be the leading force in the emergence of the purported features of domestication in humans. Overall, this is a pending issue that needs a more careful examination, but there is some consensus regarding the possibility that changes in behavior, either in self-control, or reactive aggression, or both, impacted upon our physiology and contributed to the changes we have highlighted above and also to the changes we will discuss in the rest of the paper.

Related to this, it has to be acknowledged as well that even if in-group tolerance and prosociality have increased with time in humans, intergroup, premeditated (i.e., proactive) aggression has increased recently in our history too (Choi & Bowles, 2007; Wrangham, 2018). This trend contrasts with the behavior observed in our closest relatives; for example, bonobos do not engage in socially coordinated violence, whereas humans usually form relationships and alliances among groups, for example, making war (see Wrangham & Glowacki, 2012, for discussion). Overall, we regard human self-domestication as a phenotype that can present in a variable fashion in humans depending on specific environmental factors. For instance, reduced sexual dimorphism (a core feature of domestication) is observed in societies where women have higher social status as a result of a sustained female preference for less-aggressive males (Gleeson & Kushnick, 2018). Accordingly, as we discuss in more detail in the next section, we expect human self-domestication to have manifested as well in a variable fashion during our history, with features of domestication having increased over time but vacillating significantly depending on environmental factors. In this respect, candidate genes for animal domestication show signals of positive selection in anatomically modern humans, compared to Neanderthals (Theofanopoulou et al., 2017), favoring the view that increased self-domestication features may be a human-specific phenotype (see also footnote 1).

Still, this does not entail that a full self-domesticated phenotype was available in humans right after our inception, around 200 kya, as genomic comparisons have been made with present-day humans. Actually, research using ancient DNA suggests that a different set of candidates for mammal domestication has been positively selected in Europe as recently as 6 kya (Benítez-Burraco, Chekalin, Bruskin, Tatarinova, & Morozova, in press), a period when profound social changes took place in this region, particularly the development of extensive
trading networks and the spread of sedentism (Benítez-Burraco et al., in press). Likewise, craniofacial feminization reached its peak at the end of the Upper Paleolithic, when prehistoric hunter-gatherer societies flourished (Cieri, Churchill, Franciscus, Tan, & Hare, 2014), pointing to a period when self-domestication features might have reached their peak too. Finally, there is evidence of our brains having been shrinking since around 40 kya, against the background of a generalized size increase in the hominin lineage (Bednarik, 2014), at times when intergroup contacts started to increase, this shrinking supporting the view that self-domestication may have intensified in recent times.

Overall, it is true that the self-domestication hypothesis of human evolution needs to be more carefully examined and properly tested in all its details. But at the same time, although it is difficult to suggest a precise timeline for our self-domestication, we contend that it can be quite safely accepted that reactive aggression (i.e., impulsive, non-premeditated aggression resulting from fear or anger) has declined over the course of our history, this certainly contributing to changes in our biology and behavior through changes impacting upon our physiology. For these reasons, in the rest of the paper, we will use self-domestication as a shorthand for all the changes associated with the changes in aggression management.

3. Human self-domestication and language evolution

The finding that domestication triggers song complexity in some avian species (see Okanoya, 2017 for review) has led to the hypothesis that self-domestication might have contributed to the emergence of complex forms of language in our species too (Thomas & Kirby, 2018). Whereas in birds, song complexity seemingly results from the relaxed selection encompassing the domestication environment, in humans, the self-domestication environment has been specifically claimed to account for the cultural niche that enables the sophistication of language via a cultural mechanism (Benítez-Burraco & Progovac, 2020; Thomas & Kirby, 2018; see Steels, 2017; Tamariz & Kirby, 2016, for the effects of cultural evolution on language complexity). A cultural niche refers to cultural features aimed to reduce or redirect the impact of the selective pressures that individuals experience (Laland et al., 2000). Cultural niche construction has been hypothesized to have contributed not only to the emergence of our modern languages but also, more generally, to our species-specific propensity for learning and using languages (Sinha, 2015), as well as many other distinctive features of the human phenotype (Kobayashi, Wakano, & Ohtsuki, 2019; Laland et al., 2000).

Our abilities for cultural niche constructing are likely rooted in our species-specific biology, particularly our distinctive cognition and behavior, given that we learn the basics of our culture through practices that demand specific attentional, behavioral, and cognitive abilities, such as the capacity for inferring others’ expectations and behaviors (e.g., theory of mind (ToM); see e.g., Dressler, 2020; Sections 8 and 9). This is why we find it intriguing that the possibility of the biological changes that resulted in the appearance of our species also brought about the foundations for the abilities that facilitated the creation of our cultural niche, particularly the environment that favors the sophistication of languages. Actually, as stressed by Smith (2011), the way in which human languages evolve through a cultural
mechanism depends on the biological biases imposed on our language learning abilities. At the same time, there is evidence of a differential impact of the languages that we learn and use on selected cognitive abilities, such as working memory (Amici et al., 2019), and eventually on our cognitive architecture, particularly if cognitive gadgets aimed to process them more quickly and efficiently are implemented (Clarke & Heyes, 2017). Consequently, we can expect some sort of gene-culture co-evolution concerning the emergence of complex languages under the effects of self-domestication via its effects on cultural niche construction.

For instance, as noted in the previous section, in our research, we have found preliminary evidence that there has been selection for putative candidate genes for human self-domestication during the last 6,000 years in Europe (Benítez-Burraco et al., in press). As also noted, this is a period when important social and cultural changes occurred, including the spread of sedentism, the increase in population density, and the development of complex trading networks, all of them seemingly impacting in-group and inter-group human interactions. At the same time, this is the period when Neolithic languages were almost totally replaced by Indo-European languages (Bouckaert et al., 2012; de Barros et al., 2018; Mathieson, 2018, among many others). Interestingly, during this period, evidence has been found as well of selection in genes coding for components of pathways related to long-term potentiation, which underlies synaptic plasticity and ultimately memory and learning abilities (Chekalin et al., 2019). As these changes can be safely related to changes in ways of information presentation, perception, and transmission, one could hypothesize that their ultimate driving force was the transition to more memory-demanding languages, in this case, Indo-European languages, as they contrast with Neolithic languages.

Different mechanisms involved in the cultural evolution of languages might have been reinforced by self-domestication, including grammaticalization (Benítez-Burraco, 2017a), language learning and teaching (Benítez-Burraco & Kempe, 2018), and language play (Langley, Benítez-Burraco, & Kempe, 2019). It is clear, however, that the most important consequence of self-domestication would have been the reduction in reactive aggression, which underlies most of the afore-mentioned mechanisms, as it enabled longer and more frequent contacts between individuals, including contacts with out-group individuals in the case of adults and contacts with larger networks of caregivers in the case of children.

In two recent papers (Benítez-Burraco & Progovac, 2020; Progovac & Benítez-Burraco, 2019), we have argued for an intense feedback loop between self-domestication processes and grammar complexity. Briefly summarizing our hypothesis, early in evolution, this loop concerned reactive aggression. According to our proposal, a gradual reduction in reactive aggression started to facilitate the emergence of early forms of grammar, as it enabled more frequent and longer contacts between individuals, and accordingly more learning and teaching opportunities and ultimately an increase in language complexity via a cultural mechanism. In turn, the cultural emergence of early grammars itself had a crucial return role to play in this feedback loop, by reinforcing and accelerating self-domestication processes and thus contributing even more to the reduction of reactive aggression. Our specific proposal is that this impact of early grammars on self-domestication was primarily due to their role in supporting creative and colorful derogatory language, thus providing a means for replacing physical aggression with verbal aggression. In addition, the humorous nature of this type of
early language would have also provided some stress relief, another important trait of self-domestication. In other words, the postulated early forms of language/grammar would have provided an excellent adaptive means of discharging aggressive dispositions and for competing without risking physical harm (Progovac & Locke, 2009). In Progovac and Benítez-Burraco (2019) we argued that reactive aggression and verbal derogatory language share a common neural substrate; there are many additional points of contact between the two that allow some specific hypotheses to be advanced.

Furthermore, consistent with the idea of the feedback loop, these early grammars became more complex and systematic as in-group and inter-group interactions intensified as a result of exacerbated self-domestication in our species, particularly reduced reactive aggression. In our view, when self-domestication reached a significant height, around 50 kya, the low reactive aggression together with its effects on human behavior and even cognition (emergence of tight and dense in-group networks; prolonged, face-to-face verbal interactions; in-group knowledge sharing; increased child-adult contacts; extended play behavior) facilitated the creation of the first hierarchical grammars expressing, for example, transitivity, in other words, the type of grammars associated with the so-called esoteric languages (Wray & Grace, 2007). In comparison to the so-called exoteric languages, which are considered to have emerged later (see below), esoteric languages can be characterized as exhibiting more complexity in certain domains (phonology, phonotactics, morphology), but less complexity and systematicity in other domains (e.g., syntax), often featuring irregular morphologies (with more irregularities and morpho-phonological constraints) and less transparent, less compositional semantics (with an abundance of idiomatic and idiosyncratic expressions); see Benítez-Burraco & Progovac, 2020, for a more detailed discussion. These distinctive features of esoteric languages seem to correlate with (a) their greater reliance on the common ground, (b) smaller population sizes, and (c) the acquisition of these languages mostly by young children rather than by adult learners (see e.g., Lupyan & Dale, 2010; Raviv, Meyer, & Lev-Ari, 2019, 2020).

Later in evolution, we argue that this feedback loop concerned proactive (i.e., premeditated) aggression (Benítez-Burraco & Progovac, 2020), with increased proactive aggression correlating with the emergence of other complex forms of language, more systematic, and better designed for interacting with non-kin, including escalated conflicts and alliances. As noted by Kissel and Kim (2019), large-scale proactive conflicts usually entail conscious forethought, premeditated planning, and ultimately cultural institutions around war and peace, all of this, in turn, demanding complex cognition and enhanced language precision. This new type of language has been called “exoteric” (Wray & Grace, 2007). In contrast to esoteric languages, exoteric languages feature expanded vocabularies and increased syntactic complexity and semantic transparency (including greater reliance on recursion) but simpler sound combinations and phonotactics, as well as simpler, more systematic morphologies (see Benítez-Burraco & Progovac, 2020, for a more detailed characterization).

Overall, we have posited a gradual model of the evolution of human languages under the effects of self-domestication, from simple (even single-word) utterances (such as commands) to simple two-slot grammars (such as compounds and small clauses) to present-day grammars, capable of generating complex multilayered sentences. Our proposal regarding gene-culture co-evolution is very specific. It involves genetic selection for less aggressive
phenotypes, not just phenotypes that were tame and mute (in the sense of inarticulate) as bonobos are, but more specifically phenotypes that were better able to replace physical with verbal aggression and verbal behavior more generally; that is, those who were better able to make adaptive use of the newly emerging cultural tools (Progovac & Benítez-Burraco, 2019). This is where the taming of physical aggression (associated with genetic changes) meets the emergence of simple forms of language/grammar (associated with the cultural invention), getting them entangled in a gene-culture co-evolutionary spiral. In this paper, we will show how this gradual model of the origins of human languages, and more precisely, this feedback loop, is closely connected to the actual use of language in conversation too, giving rise to a virtuous cycle of co-evolution between grammar, pragmatics, and self-domestication. As with the evolution of the structural properties of language, our model of pragmatics evolution brings cultural niche construction and gene-culture co-evolution to the forefront.

As a note of clarification, we are not claiming that self-domestication was the only force promoting the emergence of modern languages or that self-domestication actually caused the emergence of language. Otherwise, one could argue that any primate species experiencing a self-domestication process (e.g., bonobos) should have developed a complex language. Instead, we have proposed that this trend toward reduced reactive aggression merely brought about the suitable environment (cognitive perhaps, but mostly behavioral and cultural) for putting to use some cognitive and behavioral human-specific innovations, such as the cultural emergence of simple forms of language. In other words, the idea of the mutually reinforcing feedback loop is that two or more independently emerging phenomena get intensely entangled with each other in such a way that they start to reinforce and accelerate each other’s evolution; that is our basic claim about the feedback loop between self-domestication processes and the emergence of simple forms and uses of language. As there is nothing inevitable about evolving a certain trait, especially not a trait as baroque and bizarre (from the point of view of nature) as is human language, we contend that, even if the prerequisites existed, the likelihood of evolving such a trait was minuscule. Our approach is well-positioned to address this issue by identifying two or three factors that arguably happened to have been emerging independently, and then collided at exactly the right moment, and in such a way that they significantly and intensely reinforced each other. If so, then there is no reason to expect that such exceptional, chance convergence would be replicated with other species and at other times.

4. Human self-domestication and pragmatics

O’Driscoll (1996) has noted that any theory of politeness (and pragmatics more generally, we would like to add) needs to build on psychosocial principles of animal interaction (coming together vs. noli-me-tangere), in which the aggression types and levels play a key role. Because, as noted, the management of aggression is at the core of the self-domestication hypothesis, we contend that this approach to human evolution can also be informative regarding the evolution of human pragmatics. As seems to be the case with the emergence of modern grammars, we propose that modern uses of languages (pragmatics) might have also evolved gradually in our species under the effects of human self-domestication, with three key aspects
involved in a complex feedback loop: (a) reduction in reactive aggression; (b) the sophistication of grammar structure (with emerging grammars facilitating the transition from physical aggression to verbal aggression, as discussed above); and (c) the potentiation of pragmatic principles governing conversation, including, but not limited to, turn-taking and conversational implicature, associated with Gricean cooperative principle (Grice, 1975) as well as maxims of politeness (Leech, 1983). Regarding this feedback loop, we wish to introduce two important qualifications. First, arguing for an ongoing, late emergence of the full human capacity for pragmatics is still compatible with the view that it relies on basic cognitive and behavioral mechanisms that are ancient, particularly the foundations of principles governing conversational exchange (Hoefler & Smith, 2009; Levinson, 2016). Second, although our focus in this paper is placed on the last aspect (c), that is, the emergence of pragmatic principles, these principles are expected to interact with the other two aspects, that is, (a) and (b), in multiple and complex ways.

On the one hand, as hypothesized for the increasingly sophisticated forms of grammar (see Progovac & Benítez-Burraco, 2019), the increasingly sophisticated uses of language are expected to have contributed to reduced reactive aggression levels, as they facilitated the replacement of physical aggression by verbal contests. On the other hand, sophisticated pragmatic inferencing, that is, the ability to create and understand the implicit meanings conveyed by utterances, is expected to have contributed significantly to grammar sophistication, given its crucial role in grammaticalization processes (Hopper & Traugott, 2003: pp. 71–98; Smith & Höfler, 2014). Grammaticalization changes certain linguistic items into more abstract and regular grammar components (Campbell & Janda, 2001; Givón, 1979; Hopper & Traugott, 2003) and has been claimed to contribute considerably to the emergence of modern languages (see Heine & Kuteva, 2007 for a detailed discussion). In a similar vein, Pleyer (2017) has recently advocated a dynamic view of grammar evolution based on the emergence of constructions in ongoing interaction. At the same time, the gradual complexification of grammars certainly provided increasingly better expressive tools for further sophistication of pragmatic principles, contributing to the mutually reinforcing feedback loop. For example, it has been suggested that important abilities for the use of language in conversational contexts, such as the ToM and perspective-taking (more on this in Sections 8 and 9), are enhanced by the acquisition of grammatically sophisticated linguistic structures (e.g., De Villiers, 2005; Heyes & Frith, 2014; Milligan, Astington, & Dack, 2007; Moore, 2020; Rakhlin & Progovac, 2020; Woensdregt, Cummins, & Smith, 2020).

Specifically, our hypothesis is that self-domestication contributed to the emergence of modern pragmatics in two different but still complementary ways: by promoting changes in our cognition and social behavior.

5. Human self-domestication and pragmatics: The impact on cognition

First, self-domestication can be seen as a mechanism promoting direct changes in our brain/cognition favoring the evolution of the pragmatic principles that govern language use and the abilities that are needed for a successful language interaction. Because the brains of
domesticated animals have been shown to reorganize adaptively in response to the domestic environment (e.g., Kruska, 1988, 2005), we can expect that human brains also readapted to the self-domestication environment. Specifically, as a result of its primary impact on the management of aggression, self-domestication might have contributed significantly to the (full) emergence of our social brain. According to some views, this involved the generalization of pair-bonds to other non-reproductive relationships (Dunbar, 2009), and ultimately a modification of ancestral brain systems characterized by non-social or more limited social functions (Parkinson & Wheatley, 2015), where increasingly complex social interactions and social networks played a leading role in this change (Falk & Bassett, 2017), with all these aspects being potentiated by the reduced reactive aggression levels brought about by our increased self-domestication. Self-domestication would have also favored the evolutionary trend toward social dependency for survival, in turn, a driving force for a socially crafted brain development and learning, which also entailed the reorganization and remodeling of various preexisting neural systems (see Atzil, Gao, Fradkin, & Barrett, 2018, for details).

In addition, our enhanced self-domestication would have favored as well the (full) emergence of cognitive abilities that are not directly implicated in our social behavior but that are also crucial for pragmatics. The most important one was, certainly, our ability to put into relation conceptual units that belong to distinct domains, a hallmark of human cognition (Boeckx, 2011; Carruthers, 2006; Mithen, 1996; Spelke, 2003; Wynn & Coolidge, 2011). This ability is central to the figurative uses of language, such as metaphors and metonyms, and particularly to pragmatic inferencing. According to Corballis (2019a, 2019b), it can be viewed as an enhanced generative device that boils down to our refined episodic memory (EM), which enables us to mental travel both forward and backward in time, and it underlies one human-specific cognitive device that is crucially involved in pragmatics, namely, our mental time travel (MTT) system (see Section 8 for a more detailed discussion). According to Corballis, our MTT ability has been improved by selected changes in the hippocampus. In addition to its contribution to EM (Andelman, Hoofien, Goldberg, Aizenstein, & Neufeld, 2010; Corballis, 2017; Maguire, Intraub, & Mullally, 2016), the hippocampus is also involved in spatial navigation and cognition (Maguire et al., 1998; Vinogradova, 2001) as well as in stress management (McEwen et al., 2012). Interestingly, domestication usually results in hippocampal modifications. Accordingly, the hippocampus of domesticated animals is larger, compared to their wild conspecifics (Rehkämper et al., 2008) and exhibits increased neurogenesis (Huang et al., 2015). Given that a significant portion of the evolutionary changes experienced by the human brain affected the hippocampus (Schilder et al., 2019; Vanier et al., 2019; Xu et al., 2018), it could be hypothesized that our self-domestication contributed to the hippocampal changes important for our cognitive evolution via aggression management (see Benítez-Burraco, 2021, for details). In the last part of our paper, we advance a model of pragmatics evolution under the effects of self-domestication in which the changes in the hippocampus and the MTT system play an important role (see specifically, Section 9).

Overall, these considerations suggest that the cognitive hardware supporting our ability for sophisticated pragmatic inferencing emerged gradually, being constantly refined by our increased self-domestication, as well as by the sophistication of grammars, which would
imply that this ability appeared in our history later than previously assumed (see Benítez-Burraco, 2017a for further discussion). But even if our cognitive hardware, including a social-and a language-ready brain, was available earlier, right after, or soon after the advent of our species, the social environment would not have favored its full realization, as the high levels of reactive aggression would have prevented long and frequent interactions between individuals that characterize modern uses of language. This is why we regard the impact of self-domestication on our behavior as of particular relevance for the evolution of modern pragmatics.

6. Human self-domestication and pragmatics: The impact on behavior

For the reasons provided above, the most important effect of self-domestication on the evolution of pragmatics may have been promoting direct changes in our behavior and reinforcing aspects of our ancestral behavioral phenotype that favored the evolution of the pragmatic principles that govern language use and the abilities that are needed for a successful language interaction. In other words, self-domestication might have contributed decisively to the emergence of the social environment that enabled the full exploitation of our cognitive abilities. Moreover, because in humans, complex cognitive abilities may be fruits rather than seeds of cultural selection, as noted by Heyes (2020), we expect that these changes in our social environment resulting from self-domestication had a feedback effect on our cognitive architecture, involving some sort of gene-culture co-evolution. To some extent, this can be found in other species. For instance, in animals, domestication results in an enhanced sensibility to human social cues as well as an improved ability to solve problems relying on social cues (Hernádi, Kis, Turcsán, & Topál, 2012; Udell, 2015). The same can be expected for our species but to a greater extent.

More specifically, we contend that a higher degree of reactiveness, as found in non-self-domesticated primates, would have adversely affected fine-tuned turn-taking, which demands prolonged face-to-face interactions, as well as a high degree of cooperation and sensitivity to the needs of one’s interlocutors, which are at the basis of the modern use of language (e.g., Levinson, 2016; Wacewicz, Żywiczyński, & Chiera, 2017). It transpires that self-domestication forces, which led to the decrease in reactive aggression and longer and richer interactions, were essential contributors to this kind of sophisticated turn-taking.

Levinson (2016) believes that turn-taking has deeper roots, considering that, in contrast to the diversity of languages, turn-taking seems to exhibit strong universality. He sees turn-taking as a package of underlying propensities in human communication, which “generate a large number of universals of language use, including principles of pragmatic inference” (p. 10). Nonetheless, present-day turn-taking is rapid and complex, and thus cognitively highly demanding, as it needs to accommodate two conflicting pressures: the pressure to minimize gaps between turns and avoid overlaps (see e.g., Levinson, 2016, or Wacewicz et al., 2017). Our view is that our enhanced self-domestication significantly contributed to enabling the full use of this ancient package (more on this in Section 8 below).
From this point of view, it is not surprising that vocal turn-taking has also been attested in other species; for example, birds and other primates, and according to Pika, Wilkinson, Kendrick, & Vernes (2018), cooperative turn-taking can be seen as an ancient mechanism bridging the gap between humans and their inarticulate primate cousins (see also Levinson, 2016; Wacewicz et al., 2017). Bearing in mind the role of conversation in accounting for the origin of pragmatics in a context of self-domestication, the idea that turn-taking characterizes animal—other than human—communication paves the way toward several interesting issues to be addressed. The first is an evolutionary issue: Arguing that turn-taking is a universal trait of human communication is a way of considering it a species-specific adaptation that can be interpreted both in reference to a common phylogenetic history with our closest relatives (Sidnell, 2001) and in terms of functional convergence in species that are phylogenetically distant from us (Hausberger, Henry, Testé, & Barbu, 2008). In line with Henry, Craig, Lemasson, & Hausberger (2015), considering turn-taking in terms of functional convergence allows us to take into consideration animals such as birds and thus consider turn-taking as a widespread phenomenon in animal communication. A second important issue concerns the possibility to consider as “conversation” any form of animal communication characterized by turn-taking. This is a point of great interest since, as already mentioned and as we will see in depth in Section 8, our hypothesis is that conversation is characterized by traits specifically linked to persuasive reciprocity, a property at the heart of human communication, for which both specific cognitive skills (see Section 8.3) and a language with a more systematically structured grammar (see Section 8.4) are needed. Recognizing turn-taking in non-human animals is not enough, in our opinion, to attribute conversational features to their forms of communication. That said, the comparison with non-human animals is of great importance when investigating the elements of commonality and difference between the different forms of communication.

7. Human self-domestication and pragmatics: A general model

As a result of these two effects of self-domestication (i.e., cognitive and behavioral changes impacting on the social settings), it can be hypothesized that face-to-face interactions became more frequent and richer, with richer inferences and with more complex meanings starting to be conveyed by more indirect means. Some corroborating evidence for this view may come from the languages spoken by present-day isolated human groups. As introduced in Section 3, these languages are mostly characterized by an abundance of idioms and idiosyncratic speech, resulting in reduced semantic transparency, thus showing greater reliance on the context of the here-and-now, as well as on the shared knowledge, demanding enhanced inferring abilities. Such language features can be considered as rough proxies of the languages spoken during the Upper Paleolithic (see e.g., the discussion in Benítez-Burraco & Progovac, 2020), and it is significant that the effects of self-domestication reached their peak in the Upper Paleolithic (Cieri et al., 2014). At the same time, the aforementioned changes in our brains, cognitive abilities, and behavior, to a large extent facilitated by our self-domestication (but also stimulating it), can be expected to have resulted in the complexification of grammar too. The languages spoken by present-day isolated human groups as well show ample
evidence of language complexification, including larger phoneme inventories and more complex phonotactics as well as complex, irregular morphologies, although co-occurring with reduced semantic transparency, as noted, and with more basic hierarchical syntaxes, seemingly because of their greater reliance on the common ground shared by speakers, in turn, a consequence of the tight social bonds brought about by increased self-domestication. Ultimately, consistent with the postulated feedback loop, the emergence of more structured and complex expressive resources of grammar would have made communicative exchanges more effective, impacting positively on our pragmatic abilities. We now provide a more detailed justification of these claims and a more elaborated model of the effects of self-domestication on the evolution of human pragmatics, in which conversation plays a key catalyst role.

8. Human self-domestication and pragmatics: A detailed model

Some preliminary considerations are required of a model of language capable of addressing the role of self-domestication in the intertwined relations between cognition, pragmatics, and grammar. Our hypothesis is that the reduction in reactive aggression is at the foundation of a form of communication-based on conversational exchanges characterized by persuasive reciprocity. The first step to justify this hypothesis is the reference to a specific way of intending communication, which emphasizes that communicating primarily serves to convince others to think and act in a certain way. Contrary to the idea of communication as merely transmission of information (Shannon & Weaver, 1949; for a current revival: Bradbury & Vehrencamp, 1998; Greenfield, 2002; Hauser, 1996; Seyfarth et al., 2010), our assumption in this paper is that human communication (but also animal communication) is mainly a tool of persuasion. As maintained by proponents of the manipulative model of communication (Dawkins & Krebs, 1978; Krebs & Dawkins, 1984; Maynard Smith & Harper, 2003; Owren, Rendall, & Ryan, 2010), “communication is said to occur when an animal, the actor, does something which appears to be the result of selection to influence the sense organs of another animal, the reactor, so that the reactor’s behavior changes to the advantage of the actor” (Dawkins and Kreb, 1978 p. 283; for an analysis of the receiver manipulation of the sender, cf. Beecher, 2021). In this model, the persuasive role of communication is commonly aimed at coping with the aggressive behavior of the aggressors toward the victims (Hawhee, 2011, 2017; Kennedy, 1992, 1998; Parrish, 2013, 2014). Consequently, given that the essential outcome of human self-domestication is the reduction of aggression toward others, self-domestication can be expected to have contributed to the potentiation of the communicative and persuasive strategies. In turn, these strategies, further facilitated by emerging grammars, are expected to have contributed to the escalation of our self-domestication (see Progovac & Benítez-Burraco, 2019 for details regarding this feedback loop).

Certainly, conflict avoidance strategies described by the manipulative models of animal communication do not require the use of language as we find it in humans, thus proving to be too weak to account for the totality of human communication. Among animals, in fact, attempts by the victim to convince the aggressor have a unidirectional character, whereas in humans, the distinctive feature of communication is persuasive reciprocity. Animal
communicative exchanges based on manipulative persuasion can then be conceived of as forms of proto-conversation, with the transition to full conversational exchanges, as found in humans, involving the emergence of a two-way mechanism in which actors and reactors continuously exchange roles in a form of persuasive reciprocity. In this respect, with their limited back and forth, simple exchanges of insult relying on proto-grammars (as discussed above) can be seen as straddling the boundary between primarily unidirectional systems and fully reciprocal systems.

8.1. Communication and argumentation

The idea that conversation is characterized by persuasive reciprocity has important consequences on how to consider human communication. In conversation, in fact, beyond the aim of making herself understood by her interlocutor, the communicator aims at making the interlocutor accept to believe and do what she expects her to believe and do (Sperber et al., 2010). The issue of acceptance complicates the communicative effectiveness of the communicator because the addressee, in addition to putting trust in the speaker, is also animated by a state of vigilance and defense against possible cheating. Trust and suspicion, as we shall now see, are not in conflict with each other but are part of a unitary cognitive processing.

The idea that communication is based on a truthful use of language has solid foundations in theoretical reflection (Burge, 1993; Davidson, 1984; Lewis, 1969) and empirical research (Gilbert, Krull, & Malone, 1990; Gilbert, Tafarodi, & Malone, 1993). Wacewicz and Żywiczyński (2018) consider human communication to be founded on the platform of trust (PoT; Knight, 1998, Wacewicz, 2015): a deep design feature of language, based on a form of “information donation” characterizing humans able to flip “the default setting from expecting manipulation to expecting honesty” (Wacewicz & Żywiczyński, 2018, p. 170). In this perspective, framing human communication in reference to PoT is a way to stress the cooperative and altruistic aspects of communication (Tomasello, 2008).

That said, trust involves risks: Lying and untruth can be used by the communicator to deceive the addressee. This undermines the addressee’s confidence toward the speaker. Sperber et. al (2010; Mercier, 2020; Mercier & Sperber, 2017) described the defense strategies used by the addressee to defend herself against cheaters in terms of epistemic vigilance (an adaptive defense strategy, which primarily involves the resistance of the addressee to accept what is communicated to her). For the communicator, the addressee’s vigilant attitude is an obstacle that can be overcome using persuasive strategies. According to Mercier and Sperber (2009; Sperber, 2001; Sperber et al., 2010), reasoning is a communicative tool whose main function “is to enable communicators to produce arguments designed to convince others and addressees to evaluate arguments so as to be convinced only when appropriate” (Sperber et al., 2010, pp. 377–378). At the basis of the argumentative theory of reasoning is the idea that reasoning is a cognitive capacity strictly connected to the social and communicative context. Even if reasoning can work at an individual level, in fact, “reasoning in non-communicative context is an extension of a basic component of the capacity for epistemic vigilance towards communicated information” (Sperber et al., 2010, p. 379). To this extent, the function of argumentation is linked to communication rather than to individual cognition since reasoning “is
an evaluation and persuasion mechanism, not, or at least not directly, a knowledge production mechanism” (Sperber, 2001, p. 410).

Acknowledging the vigilance strategies used by the addressee and the argumentative strategies for persuasive purposes used by the communicator is a way to challenge the “altruistic” model of communication based on the PoT. This represents a crucial theoretical statement that highlights the role of self-domestication in the evolution of a form of communication governed by the principle of persuasive reciprocity and, at the same time, the effect of persuasive reciprocity on self-domestication. This can be considered a virtuous circle: On the one hand, self-domestication, favoring face-to-face interactions, worked as a selective pressure toward forms of communication governed by strategies of persuasive reciprocity; on the other hand, these strategies represented the primary condition for reducing aggression, which, as we have emphasized, is the main feature of self-domestication. In the first part of this paper, we have considered the role played by self-domestication in favoring typically human forms of communication; here, we intend to stress the return effect of conversation on self-domestication. Since the relationship between self-domestication and the origin of pragmatics hinges on this point, our main interest in the following sections will be the analysis of the role of conversational strategies in reducing reactive aggression. Specifically, we intend to investigate the effect of conversation on self-domestication through the study of an aspect particularly relevant for our purposes: The fact that in communicative exchanges governed by persuasive reciprocity, the reduction of reactive aggression is closely tied to the replacement of physical aggression with (proactive forms of) verbal contest. As we will see in the next paragraph, reduction and replacement are closely connected to each other and strongly linked to one of the distinctive traits of human conversational exchanges: their competitive as well as cooperative character.

8.2. Conversation and competition

By considering the listener’s epistemic vigilance and the speaker’s persuasive strategies, we do not intend to question the role of cooperation in communicative exchanges. Rather, we attempt to undermine the idea that cooperation and trust in the interlocutor are sufficient conditions to account for conversational exchanges. In line with the proponents of the “strategic pragmatic,” we contend that Grice’s cooperation principle is unable to explain forms of conversation in which the agents’ motives do not align (Asher & Lascarides, 2013; Lascarides & Asher, 2008). Senft (2018) criticized the universal character of Gricean maxims; Pinker, Nowak, and Lee (2008) used the logic of indirect speech to argue that if one looks at communication only in cooperative terms, then one fails to recognize “that most social relationships involve combinations of cooperation and conflict” (Pinker et al., 2008, p. 833). Similar considerations led Reboul (2017) to criticize altruistic models of communication, using the argumentative theory of reason to propose a model (mildly Machiavellian or manipulative) in which language allows individuals to persuade others so that their own opinions should prevail over opposite opinions.

Following these considerations, we contend that looking at human communication in reference to cooperation alone risks overshadowing the competitive dynamics that represent the
specific feature of conversational exchanges in terms of persuasive reciprocity. Competition is what gives human communication a progressive and cumulative character, without which conversation “runs in circles” and does not go forward (as we will see looking at the case of autism). To push communication forward is the contrast between interlocutors: During a conversation, the addressee is not only vigilant with respect to the truth and coherence of what the speaker says but also retorts and counter-argues in favor of her own point of view. It should be emphasized that the competitive nature of communication also marks a point of distinction with respect to the argumentative theory of reason proposed by Sperber et al. Indeed, their model is still strongly linked to cooperation and trust, albeit an under-surveillance trust - epistemic vigilance in fact “is not the opposite of trust; it is the opposite of blind trust” (Sperber et al., 2010, p. 363). Trust and cooperation are no doubt constitutive traits of communication, and the defense against false information is a decisive technique for the success of conversational exchanges. That said, the discussion between trust and distrust does not exhaust the traits characterizing human communication. The strategy of reciprocal persuasion between speaker and listener goes beyond the need of circumventing the interlocutor’s epistemic vigilance: Communication, in other words, is above all a strategy to propose a specific point of view and to defend that point of view with respect to the counterarguments of the interlocutors (Ferretti & Adornetti, 2021). Human beings participate in communication from a specific perspective, proposing alternative worldviews, and conversation is the continuous game of arguing and counterarguing between communicator and addressee in defense of their own opinions. These considerations lead us to consider in more detail the pragmatics of conversational exchanges based on persuasive reciprocity. In actual contexts of use, indeed, communication rests on the constant interchange of roles between speaker and listener.

The continuous exchange of roles between actors and reactors enhances the constructive character of human conversation. Even when the speakers defend opposite points of view, the conversational exchange never leaves the interlocutors at the point from which they started: Conversation lends to communication a directional, progressive, and cumulative character (Adornetti, 2015; Ferretti & Adornetti, 2012, 2021; Ferretti et al., submitted). Fusaroli, Rączaszek-Leonardi, and Tylén (2014) considered dialogue as a dynamical system governed by the complementary roles of interlocutors. In line with this approach, conversation analysis (Sacks, Schegloff, & Jefferson, 1974; Schegloff, 1997; Sidnell, 2011) represents an interpretative paradigm particularly useful for evaluating the constructive character of communication. In Perkins’ (2007) opinion, such interpretative paradigm “views conversations as being co-constructed between participants and examines the significance of sequential phenomena, and the way in which participants orient to each other and manage the interaction generally (Atkinson and Heritage, 1984); rather than simply taking account of and reacting to context, conversation is also seen as continuously shaping and renewing the context” (p. 27).

Conversation is the means by which humans have reduced physical violence since conversation is a way to transform physical contrast into a verbal disagreement. This is a crucial step for the analysis of the role of conversation in reducing reactive aggression. Conversation combines the two aspects (reduction and replacement of aggression) characterizing the role of language in self-domestication. In conversation, in fact, the verbal contrast (the competitive
character of human communication) is hardly ever an end in itself: The purpose of conversation is always, at least in principle, agreement and cooperation between interlocutors. Because of the cumulative and progressive trait of conversational exchanges, the ultimate function of conversation is the resolution of conflict. Indeed, arguing and counter-arguing by the interlocutors (their disagreement) have as their goal the convergence of opinions or the recognition of the prevalence of an argument over the other. From this point of view, the reduction of reactive aggression through conversation is strictly connected with the replacing of physical aggression with verbal disagreement. Recall that a similar argument was made for the evolution of early, crude forms of language, which proved to be especially suited for insult and also served to replace reactive physical aggression with verbal aggression, but in a much more rudimentary, primitive fashion (Progovac & Benítez-Burraco, 2019, and references there). If one of the main traits of self-domestication is the reduction in reactive aggression, then present-day human languages (and modern uses of language) can be considered at the same time the outcome and the condition for self-domestication. That said, two further steps are needed to consider the role played by conversation in the origin of human language. The first step concerns the structural conditions (the cognitive devices necessary to process conversational communication), while the second one regards the material conditions (the construction of a complex expressive code suitable for conversational communication).

Recalling our discussion above (Sections 5 and 6), our contention is that moving from the unidirectional proto-conversational forms of conflict avoidance to the forms of persuasive reciprocity characterizing human conversation, with a conversational context based on giving reasons and replying to the interlocutor, might have entailed a two-step evolutionary process, with the first step mainly guided by our cognitive architecture, and the second step largely relying on the emergence of a progressively more complex and structured expressive system. These two developments would have been engaged in a mutually reinforcing feedback loop, and both would have been facilitated by our self-domestication.

8.3. Cognitive architectures

Regarding the first step, it should be noted that in the early stages of human communication, in the absence of a rich, structured expressive system, the burden of conversational communication must have fallen almost entirely on non-linguistic aspects of our cognitive systems. Still, “far from being ‘easy’ as some psychologists have suggested, conversation may be one of the most demanding cognitive tasks in everyday lives” (Holler, Casillas, Kendrick, & Levinson, 2016, p. 2). This means that modern conversational exchanges likely demanded some sort of cognitive adaptation, as explicated below in the context of processing speed, as well as certain novel (or at least, improved) cognitive devices, including those associated with the ToM and MTT (Section 5). Following the proponents of the cultural view of cognitive evolution (e.g., Heyes, 2018), we contend that these cognitive modifications mostly resulted from the changes in our social and cultural environment, in our view from the changes brought about by our self-domestication, eventually entailing some form of gene-culture co-evolution involving language.
Here, we focus on the cognitive systems involved in persuasive reciprocity only, but the same evolutionary model can be applied, we contend, to other cognitive devices involved in modern language use. Focusing on persuasive reciprocity, conversational exchanges rely on two particularly important strategies: topic preservation (i.e., the ability to maintain the arguments in favor of one’s point of view but also to integrate them with new information) and topic shift (i.e., the ability to change one’s arguments in order to explore new, more effective, argumentative strategies; Sng, Carter, & Stephenson, 2018). Both strategies are intimately connected to turn-taking, which, as noted above (Section 5), is one of the cornerstones of conversation (see also Holler et al. 2016; Levinson, 2016; Sacks, 2014). Although, as also noted, turn-taking can take place also in the absence of conversation, as in nonhuman animal communication (Henry et al., 2015; Pika et al., 2018), it is only in the conversational context, in fact, that turn-taking becomes an expression of the exchange of roles between actor and reactor generated by the continuous alternation of points of view underlying their persuasive reciprocity.

The study of the cognitive devices involved in topic preservation/shift and turn-taking during conversational exchanges illuminates the nature of the changes and innovations involved in the evolution of modern pragmatics, under the effects of self-domestication, as we wish to add. Turn-taking entails several cognitive challenges. The fast processing speed of turn-taking (with response times of approximately 200 ms in all languages, according to Levinson, 2016) comes in contrast to the relatively slow time of linguistic processing (with response times of 600–1000 ms for words and about 1500 for short clauses). As a consequence, the reactor must plan the responses to the actor’s arguments before the actor ends her communication shift. As Levinson claims, “the implication of the slow production system is that, in interactive language use, comprehension and production overlap—one must plan while still listening and predicting what the rest of the incoming turn will contain” (Levinson, 2016, p. 7). If the reactor is already planning how to reply while the actor is still talking, this means that the reactor understands via inferencing a great deal of what the actor intends to say before she has finished her communication shift. Putting it differently, some aspects of language processing are largely independent of what the speaker actually says.

This is the ultimate foundation of the hypothesis claiming that human communication is based on the speaker’s intentions as originally proposed by Grice (1957) and later found in Sperber and Wilson’s relevance theory (1986, 2002) and subsequent work by Scott-Phillips (2015, 2017) and many others. In the absence of a structured expressive code (i.e., grammar), as hypothesized by many for the initial stages in the evolution of human language, characterized by single-word utterances, the burden of communicative exchanges, and particularly the interpretation of the evidence of what the speaker intends to communicate, would have relied on our pre-grammatical cognitive abilities and devices. Among the cognitive devices sketched above (Section 5), we wish to highlight two that are especially relevant in this respect: ToM and MTT. Our ToM is the major component of our social intelligence, namely, the metarepresentational system that enables us to attribute mental states to others (Sperber, 2000; Sperber & Wilson, 2002). Several scholars have suggested that such a device is a cognitive precursor of language (e.g., Corballis, 2017; Origgi & Sperber; 2000; Scott-Phillips, 2015, 2017). Investigations that showed that forms of mindreading are also present in non-human primates
(e.g., Buttelmann, Buttelmann, Carpenter, Call, & Tomasello, 2017; Krupenye, Kano, Hirata, Call, & Tomasello, 2016; Kano et al. 2019), even if in form simpler than ToM (such as vicarious representations, Nanay, 2020), contribute to corroborate this view. Of great importance for our intents are the studies attesting the role of ToM in children’s development of persuasive strategies (Bartsch & London, 2000; Slaughter, Peterson, & Moore, 2013; Stato and Wakebe, 2012; To, Yim, Lam, & Iao, 2016).

Nonetheless, as reasoned by Ferretti (2016), a ToM system is not sufficient to guarantee human communication, as mutual persuasion also requires a projection device into the future (to anticipate what the interlocutor is about to say) and into the past (to constantly monitor if what she is saying is in line with what she has already said). The MTT system is the cognitive device that allows us to project backward and forward in time (Michaelian, 2016; Suddendorf & Corballis, 1997; Tulving, 1985, 2007). It is composed of two abilities that are strongly interrelated: the EM, responsible for reliving past events (Tulving, 1985), and the episodic future thinking (Atance & O’Neill, 2001), which allows simulation of possible future scenarios. Comparative studies have revealed that non-human primates can (to a greater or lesser extent) project themselves backward and forward in time (e.g., Kano & Hirata, 2015; Mulcahy & Call, 2006). As in the case of the ToM system, these studies suggest that the MTT system is also partly independent from language and that it can be considered as another of its cognitive precursors (Corballis, 2020; Ferretti et al., 2017). From these considerations, it transpires that the ToM and the MTT systems do not only support the proper functioning of language but, most likely, are part of the cognitive equipment that guided the early forms of typically human communication. In turn, consistent with the postulated feedback loop, we expect that the emergence of early forms of language/grammar contributed to further honing and sophistication of these cognitive devices. Consistent with this perspective are studies on the relationship between language and ToM (Heyes & Frith, 2014; Moore, 2017; Woensdregt et al., 2020) as well as studies considering how the emergence of elaborated ways of expressing time through grammatical devices (e.g., verbal tenses) contributed to augment our mental travel abilities. Even if our hypothesis is that MTT is a structural precondition of language (Ferretti, 2016; Ferretti & Adornetti, 2020), we argue that the origin of language activated a coevolutive process with effects on MTT structure and functioning. Following Suddendorf et al. (2009), we suspect that: “Language (…) coevolved with mental time travel to allow the sharing of episodic information, sometimes to the point that we confuse events that have actually happened in our lives with those told to us by others, or even with those gleaned from fictional accounts” (p. 1321). Under this view, the first (proto-conversational) forms of human communication, at the beginning without syntax and later relying on simple, two-slot grammars (see e.g., Progovac & Benítez-Burraco, 2019, and references there), would have been heavily reliant on the functioning of a variety of cognitive devices, the precursors of which would have been pre-grammatical in nature, with parallels in other species.

8.4. The need for a complex grammar

As discussed above, these cognitive systems on their own cannot fully account for the character of persuasive reciprocity typically found in human conversations. Persuasive
reciprocity arguably became optimized when the medium of expression, that is, the communicative code became increasingly complex. Specifically, we contend that defending one’s beliefs from the beliefs of others is achieved more efficiently when one can articulate and express one’s thoughts in a more precise and sophisticated way. To understand how it is possible to improve persuasive ability, we must return to the idea that the persuasive power of communication is largely linked to the argumentative structure of conversation. Since argumentation is the product of reasoning and since reasoning is a form of inference, what follows is that a way to enhance argumentative skills is to enhance inferential skills. An empowerment of this type involves the representational structures involved in inferential processes. Inferences, in fact, are the kind of mental operations that apply at best to specific representational structures, the propositional ones. Indeed, as Sperber and Wilson (1986) stated:

"There is a very good reason for anyone concerned with the role of inference in communication to assume that what is communicated is propositional: it is relatively easy to say what propositions are, and how inference might operate over propositions. No one has any clear idea how inference might operate over non-propositional objects: say, over images, impressions or emotions. Propositional contents and attitudes thus seem to provide the only relatively solid ground on which to base a partly or wholly inferential approach to communication" (Sperber & Wilson, 1986, p. 57).

To this end, the combinatory power of grammar is especially useful. The origin of syntactically complex expressive structures is what allows us to enhance argumentative skills through the enhancement of inferential skills. In this perspective, the origin of pragmatics (the use of language in conversational contexts) is closely connected to the origin of syntax. Accordingly, in our proposal: (a) initially, there is no grammar, but still some pragmatic persuasion is possible via pre-linguistic cognitive devices; (b) then there emerge simple grammars, correlated with better pragmatic possibilities, including rudimentary, primitive verbal exchanges; and (c) the pressure for better persuasion gives incentive to the emergence of more complex grammars (as well as vice versa: More elaborate grammars provide better tools for persuasion). With the advent of such highly structured expressive system (c), humans gained their best control of reactive aggression and ultimately the conflict avoidance strategies, which were only roughly achieved by the proto-conversational forms of communication. This is why we have postulated this additional step (c) in the evolution of human conversational abilities and ultimately of the modern use of language: the transition to conversational forms characterized by persuasive reciprocity relying on enhanced grammatical structures.

The final part of this section addresses the problem of how and why grammar became more sophisticated, ultimately enabling modern-like conversational interactions, under the specific effects of self-domestication. In brief, according to Benítez-Burraco and Progovac (2021), as self-domestication worked toward decreasing reactive aggression, it gradually enhanced long-range connectivity of our brain networks, and particularly reinforced the control of cortical structures over subcortical structures, which is needed for suppression of aggressive impulses. This evolutionary development, in turn, stimulated cross-modality, considering that reactive aggression and cross-modality rely on similar, overlapping brain networks. The selective advantage of the earliest, simplest forms of grammar (with their high emotional load and raw metaphoricity) would have reinforced this path toward enhanced cross-modality even further,
contributing to increased grammar complexity, as well as to a gradual reduction in physical aggression, now being replaced by verbal aggression. As noted in Section 4 above, a second but related source of grammar complexity comes from the increased grammaticalization processes, which also rely on metaphorical extension, and thus on enhanced cross-modality, as well as on our increasingly sophisticated inferential abilities.

Such a view is consistent with the idea of “syntax in conversation” carried out by interactional linguistics (Thompson, Fox, & Couper-Kuhlen, 2015), a perspective according to which “syntax cannot be fully understood without an account of its interactional [environment] in a turn” (Lindström, 2009, p. 99). Following Thompson and Couper-Kuhlen (2005), the interactional nature of this “grammar at work” can be analyzed from different perspectives. Of great importance is the construction of clauses since “the clause is (…) the locus of interaction in everyday conversation” (Thompson & Couper-Kuhlen, 2005, p. 484). In their view, “the clause can be thought of as a crystallization of solutions to the interactional problem of signaling and recognizing social actions” (Thompson and Couper-Kuhlen, 2005, p. 484). In such a perspective, the conversational context is the evolutionary trigger of grammar sophistication, but as noted, this context would have become enriched by our self-domestication. This is a process in constant development: “since clauses are shaped in contingent situations of interaction, grammar is constantly being shaped and re-shaped, constantly undergoing revision and redesign as it is deployed in everyday talk” (Thompson & Couper-Kuhlen, 2005, p. 482).

In summary, our proposal is that grammar and pragmatics co-exist in a relation of mutual evolution, with self-domestication favoring this co-evolutionary process. On the one hand, the reduction in (reactive) aggression linked to our enhanced self-domestication favored the creation of the conversational context that enables mutual persuasion via a sophisticated system of expression, that is, grammar. On the other hand, a sophisticated grammar emerges as a tool for strengthening conversation and, through exchanges of mutual persuasion, for reducing aggression. Under this view, self-domestication stimulates the co-evolution of pragmatics and grammar via its impact on the conversation.

9. Corroborating evidence for the model: Cognitive disorders

Proposals regarding language evolution are notoriously difficult to test, although some indirect evidence (and some potential testing grounds) can (and should) be provided. Certain aspects of cognitive/language disorders have been regularly regarded as confident proxies of (specific stages of) modern cognition/language evolution. The reason is the robust link that exists between evolution and abnormal development, with recently evolved aspects of the human phenotype being more susceptible to developmental damage because of their reduced resilience (see Toro et al., 2010, for discussion regarding autism; see Benítez-Burraco & Boeckx, 2014, for further arguments for using disorders as proxies). In fact, most, if not all, cognitive disorders entailing abnormal patterns of brain development and organization, as well as abnormal patterns of social functions, also exhibit problems with figurative language and language use in general (see Benítez-Burraco, 2017b, for discussion). Importantly for our view here, they also tend to show abnormal management of aggression and, more
generally, altered features of self-domestication (e.g., Benítez-Burraco, Lattanzi, & Murphy, 2016, 2017). This is why we wish to consider these disorders as useful proxies of (specific stages of) modern pragmatics evolution under the effects of human self-domestication.

Autism spectrum disorder (ASD) is an illustrative example. Individuals with ASD have difficulties with structural aspects of language (Bourguignon, Nadig, & Valois, 2012; Eigsti et al., 2007; Tager-Flusberg, 2006; Tager-Flusberg, Paul, & Lord, 2005), which have been related to oromotor deficits (Belmonte et al., 2013), reduced semantic priming (Preissler, 2008), issues with phonological processing (Lindgren, Folstein, Tomblin, & Tager-Flusberg, 2009), and/or impairment of procedural memory (Walenski, Tager-Flusberg, & Ullman, 2006). At the same time, they also exhibit difficulties with understanding abstract concepts and metaphors (Dodd, 2005, p. 47; Jordan, 2010), which have been hypothesized to result from a deficit in the ToM system (Happé, 1995), and/or a reduced semantic competence (Norbury, 2004). Importantly for our concerns here, as highlighted by Volden (2017), people on the autism spectrum do not exhibit a unique underlying pragmatic deficit; rather, they show a series of communicative difficulties, including atypical conversational exchanges, which, taken together, are suggestive of diverse underlying deficits in the use of language. Accordingly, in ASD we have the opportunity to focus on specific pragmatic disabilities (e.g., difficulties with figurative language, turn-taking, repair strategies, topic preservation, topic shift, narrative coherence, etc.) with the aim of evaluating, on a case-by-case basis, how they impact upon the use of language and how they relate to specific cognitive systems. For example, Ferretti et al. (2018) and Marini et al. (2019) have highlighted a correlation in children on the autism spectrum between deficits in narrative coherence and the impairment of the MTT system. Overall, these circumstances make this clinical population a potential testing ground for the analysis of the evolution of the pragmatic aspects of language under the effects of self-domestication as we have outlined in the previous section.

Here, we will focus again on the persuasive reciprocity characterizing human conversational exchanges. Studies on the conversational difficulties experienced by people on the autism spectrum (e.g., Sng et al., 2018) have highlighted several anomalies of interest, including the atypical conversational repair strategies (Volden, 2004), as well as difficulties with initiating and sustaining conversation (Jones & Schwartz, 2009). Likewise, there are also difficulties with topic preservation/shift and turn-taking. According to Sng et al. (2018), people on the autism spectrum “tended to have difficulties preserving a conversation by extending a topic or offering novel information and were more likely to resist topic shifts by persevering and making bizarre comments” (p. 20). More generally, their communication frequently appears to reach an impasse, with no possibility of progressing forward. As a consequence, even people with high-functioning ASD often incur longer turn-taking gaps and pauses and reduced synchrony with the interlocutor when talking, with these atypical features positively correlating with ASD symptoms (Ochi et al., 2019). Turn-taking impairments correlate with difficulties to take and defend one’s point of view in conversation: Such a difficulty is expected to undermine the exchange of roles between actor and reactor that we have considered to be the main feature of mutual persuasion in conversation. Likewise, people on the autism spectrum experience difficulties in reading the speaker’s intention, which, as we have seen, is the basic tenet of relevance theory (Happé, 1993, 1994, 1995).
With that in mind, given the role we ascribe to ToM and MTT in persuasive conversation (see the previous section), a litmus test of our hypothesis concerns the possibility that these cognitive systems are impaired in individuals with ASD. As for ToM, neuroscientific research unveiled that the neural regions that underlie the ability to mentalize, which include the bilateral temporal-parietal junction, the posterior superior temporal sulcus, and the medial prefrontal cortex, are characterized by atypical activation in individuals with ASD (e.g., Castelli, Frith, Happé, & Frith, 2002; Schultz et al., 2003). Notably, it has been revealed that these brain regions show atypical activation also when people on the autism spectrum are faced with interpreting the communicative intentions of others, as in the case of irony (e.g., Collich et al., 2012; Wang, Lee, Sigman, & Dapretto, 2006, 2007), as well as during the reading of narrative passages requiring inferences based on the characters’ intentions (Mason et al., 2008). Studies on the key role of ToM to explain the deficit of persuasion skills of people on the autism spectrum are of great interest to our purposes (To et al., 2016). Although to a lesser extent than the studies involving ToM, the difficulty of projection in time experienced by people with ASD has also been highlighted in various investigations (Crane & Goddard, 2008; Ferretti et al., 2018; Lind & Bowler, 2010; Marini et al., 2016, 2019). Accordingly, people on the autism spectrum show difficulties with re-experiencing past events, implicating EM (Cooper & Simons, 2019) as well as a deficit in anticipating personal future scenarios, implicating episodic foresight (Sheppard, Bruneberg, Kretschmer-Trendowicz, & Altgassen, 2018; Terrett et al., 2013). As we noted in Section 5, the hippocampus is the main neural substrate of our ability to project backward and forward in time. From this consideration, it seems reasonable to hypothesize that difficulties involving MTT affecting people on the autism spectrum are linked to hippocampal abnormalities. Investigations finding reduced hippocampal functional connectivity in this clinical population seem to corroborate this view (e.g., Cooper et al., 2017).

To the best of our knowledge, the potential links between ToM, MTT, and conversational (dis)abilities in ASD have not been explored in any detail. However, in the light of the considerations made so far, there are good reasons to hypothesize that such a link could exist and that studying it should result in a better understanding of the conversational difficulties experienced by people on the autism spectrum. Importantly, as we have also discussed, the acquisition of pragmatic abilities does not only depend on specific cognitive abilities (mostly, the capacity for cross-modal thinking as well as the capacity to understand others’ intentions): It also demands a rich social environment and appropriate socialization abilities, for example, sensitivity to social relations and social cues (Burnside, Wright, & Poulin-Dubois, 2017; Syal & Finlay, 2011; Zufferey, 2015, and references therein). Socialization patterns are typically deficient in people on the autism spectrum (Bailey, Phillips, & Rutter, 1996). This is expected to be a second crucial source of the conversational issues (and more generally, the pragmatic deficits) exhibited by people with ASD.

Importantly for our hypothesis, ASD can be seen as a disorder implicating atypical features of self-domestication, more precisely attenuated features. Accordingly, people on the autism spectrum may show atypical face features that correlate with cognitive impairment and language regression (Obafemi-Ajayi et al., 2015); higher brain volumes correlating with lower functioning abilities (Lewis et al., 2013; Nordahl et al., 2011; Sacco et al., 2015); increased
reactive aggression correlating with lower cognitive outcomes (Farmer et al., 2015; Hill et al., 2014); atypical response to the social environment, including an atypical response of the hypothalamic–pituitary–adrenal axis (Spratt et al., 2012; Taylor & Corbett, 2014); and/or early overgrowth, contrasting with the neotenic features brought about by self-domestication (Chawarska et al., 2011; Van Daalen et al., 2007). Moreover, many candidate genes for ASD show signals of positive selection in domesticated animals, while many candidates for animal domestication exhibit altered expression profiles in the brains of people on the autism spectrum (see Benítez-Burraco et al., 2016, for details). These circumstances offer a promising window into the ultimate causes of the pragmatic deficits found in ASD.

Our proposal is that the pragmatic deficits typically observed in people on the autism spectrum (as well as the other disparate characteristics also found in ASD as mentioned above) result, at least in part, from the impairment of the common underlying biological mechanism that was remodeled during our recent evolutionary history, namely, human self-domestication. As with the other predictions that follow from our proposal, this possibility needs to be tested too. Accordingly, common candidates for ASD and self-domestication could be studied in vitro and in vivo to see whether they exhibit ASD-specific mutations or abnormal expression patterns. Likewise, it is of interest to investigate further the physiological mechanisms involved in stress response in people on the autism spectrum and its effects on behavior and cognition. A further empirical study that might corroborate our hypothesis could evaluate the correlation between aggression and conversation. As the main trait of self-domestication is the reduction of aggression, and since we claimed that the use of language in a conversational context is an effective way to reduce aggression, ASD could be an interesting case study.

As mentioned above, independent investigations attested that ASD presents traits of reactive aggression (Fitzpatrick, Srivorakiat, Wink, Pedapati, & Erickson, 2016; Hirota, Deserno, & McElroy, 2020) as well as conversational deficits (Sng et al., 2018). In the light of these findings, it is possible to hypothesize that at least some aspects of reactive aggression in people on the autism spectrum might be linked to their difficulties in assuming and defending their own point of view in conversation. At the same time, under this view, pragmatic (as well as social) difficulties in ASD can illuminate certain specific aspects of the evolution of human pragmatics, arguably under the effects of self-domestication. For instance, we can hypothesize that during the initial stages of language evolution, when reactive aggression was still high, figurative uses of language were scarce and the conversational exchanges were much less fluid, as actually seen in people on the autism spectrum.

10. Concluding remarks

In parallel to our proposal regarding the emergence of modern grammars (Benítez-Burraco & Progovac, 2020; Progovac & Benítez-Burraco, 2019), here, we propose that modern uses of language (pragmatics) also evolved gradually in our species under the effects of human self-domestication, where changes in: (a) aggression types and levels; (b) grammar structure; and (c) language use were intertwined in a complex feedback loop, and where changes in conversational exchanges played an active role in this process. Hence, the reduction in reactive
aggression, which is a key player in self-domestication processes, also seems to be an essential factor not only in evolving sophisticated grammars but also in evolving sophisticated turn-taking and complex inferential abilities, all of which demand a fine-tuned coordination, which is favored by longer and more frequent contacts enabled by enhanced self-domestication.

In this paper, we also stress the return effect of conversation, and language more generally, on self-domestication, in particular, the role of conversational strategies in reducing physical aggression. Specifically, we conclude that, in communicative exchanges governed by persuasive reciprocity, the reduction of reactive aggression is closely linked to the replacement of physical aggression with (proactive forms of) verbal argumentation. In this sense, our approach is a multi-prong approach to the evolution of language, which assigns an active role to each factor, as well as their mutual interactions. As such, our proposal adheres to gene-culture co-evolution models and is also compatible with the cultural niche proposals.

So far, we have identified two potential sources of corroborating evidence and testing grounds for this proposal: (a) extant languages spoken by isolated human groups, showing a greater reliance on implicit meanings and seemingly demanding more involvement of inferential capabilities; and (b) relevant cognitive disorders, which present atypical features of self-domestication, as well as atypical pragmatics, and social functioning. In our view, both domains, when studied with these specific hypotheses in mind, are expected to shed new light on several aspects of the evolution of human pragmatics under the effects of self-domestication.
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Notes

1. The social behavior of extant primates can be subject to direct inquiry. Most comparative studies concern bonobos versus chimps, which are the closest living species to us. Compared to chimps, bonobos exhibit reduced reactive aggression, i.e., an aggressive impulse to react in the moment out of fear or anger (Hare, Wobber, & Wrangham, 2012). Also, they show a minimal level of proactive (i.e., premeditated) aggression, which is common among chimps (Wilson et al., 2014). As we discuss, this stands in contrast with humans, particularly during the Holocene, as humans frequently participate in planned conflicts involving high rates of violence. As noted by Wrangham (2018), humans share
a higher propensity for proactive aggression with chimps but a lower propensity for severe reactive aggression with bonobos. As we also argue in Section 3, the evolutionary trajectories and interplays of these two distinct types of aggression in the descent of humans (in the context of the self-domestication hypothesis) are important for accounting for the emergence of modern languages and uses of language. With regards to extinct hominins, (pro)social behavior needs to be inferred from indirect evidence, mostly signs of aggression, such as evidence of injuries or violent death, and from the nature of social networks. As expected, most available data concerns Neanderthals, the closest extinct species to us. There is some evidence of violent deaths among older species, as attested example with one of the individuals from the Sima de los Huesos, belonging to the Neanderthal clade (Salas et al., 2015), but this evidence is very limited. As discussed by Eastabrook and Frayer (2014), the amount of trauma among Neanderthals fits within the range of modern hunter-gatherer populations. There is some evidence that a subset of these traumatic injuries was due to interpersonal violence (see Trinkaus, 2012, for review). Regarding socialization patterns that could be inferred from physical features, such as brain morphology suggestive of a social brain, the evidence is ambivalent and indirect. Most researchers would agree that Neanderthal networks were less extended than human networks, being seemingly restricted to very local groups (e.g., Gamble, 1999, 1999), although archaeological remains from late periods suggest that the social organization of the last Neanderthals might not have been so simple (see Wragg Sykes, 2012, for discussion).

2. It is true that in present times, when most of us are not overly aggressive, verbal aggression can in fact precipitate physical aggression. However, first, we believe that at the point when language just started emerging, and the derogatory forms of language were creative and novel, arguably also humorous, their primary effect was to reduce tensions and to avoid physical aggression. Second, even in present times, it has been argued that (ritual) insult in public in fact very rarely (statistically speaking) leads to physical altercations and that it often constitutes a genre of fighting/challenging in itself, mostly involving various types of ritualized posturing (e.g., Locke, 2008; Marsh, 1978).

3. As noted by cognitive linguists, conceptual associations like metaphors and metonyms also underlie many structural aspects of modern languages (Croft & Cruse, 2004; Lakoff & Johnson, 1980). Some authors have specifically claimed that our enhanced ability for merging concepts and creating new concepts can be linked to the core computational operation of natural languages (e.g., Boeckx & Benítez-Burraco, 2014).

4. To give just one example, we recall the evidence of positive selection in genes belonging to pathways related to long-term potentiation (implicated in memory and learning abilities) in European samples during the last 6,000 years (Chekalin et al., 2019), which have been hypothesized to be linked in part to the spread of Indo-European languages, associated with exoteric end of the esoteric-exoteric language scale. As also noted, signals of positive selection in candidates for domestication have also been found for this period and this region (Benítez-Burraco et al. in press).

5. As pointed out by Dor (2017), both cooperation and competition (e.g., lying) are relevant for the evolution of language/cognition, as without both forces acting upon us, humans
would have evolved into much simpler, more unidimensional beings in this respect. As mentioned in Wacewicz et al. (2017), display and courtship are also directly relevant for the evolution of language (Dessalles, 2007), and these typically involve competition. So does verbal aggression, as discussed in the context of the evolution of early grammars, and in the context of sexual selection, by, e.g. Progovac and Locke (2009), Progovac (2016), and Progovac and Benítez-Burraco (2019). Much more on the role of cooperation versus competition is found in Section 8.

6. Rakhlin and Progovac (2020) explore the possibility that many of human cognitive functions, including the consideration of MTT and the ToM, have basic foundational precursors in non-linguistic mechanisms but that various milestones in the acquisition of syntax (by children) hone these basic cognitive strategies into much more precise, richer devices. This is consistent with the view that language not only relies on those core cognitive precursors but also that it acts as the augmenter of such non-verbal cognition, the hypothesis consistent with the core knowledge theory of cognitive development (e.g., Spelke, 2003; Spelke & Kinzler, 2007). This view is furthermore consistent with the main idea of a feedback loop as explored in this paper. Moreover, with respect to neuroanatomy, much of the hippocampus, essential for declarative memory formation, is formed prior to birth. However, its different regions exhibit uneven postnatal development, with some demonstrating prolonged maturation. In this respect, EM is conditional upon the maturation of the entire hippocampal system during early childhood (Lavenex & Banta Lavenex, 2013). This is also consistent with the finding of precursors of both ToM and MTT in animals (e.g., Corballis 2013, 2018, 2019a, 2019b on MTT).

7. In this article, we argue that the mutually persuasive character of conversation is largely governed by the ability of interlocuters to argue and counterargue in their communicative exchanges. That said, argumentation is neither the only tool for persuasion, nor is it the oldest tool used by humans to promote their specific way of communication. Elsewhere (Ferretti & Adornetti, 2021; Ferretti et al., submitted), we have argued that ancient humans used narrative forms of persuasion and began to tell stories in the form of pantomime before the advent of verbal language and, therefore, before possessing the adequate structural resources to communicate through argumentative forms of persuasion. While it can be a powerful tool for persuasion, storytelling, however, is not nearly as efficient a tool for persuasive reciprocity as is conversation. Similarly, the hypothesized early uses of crude two-slot grammars for verbal aggression, even though very useful in replacing physical aggression with verbal aggression at this early stage, would only have had a limited usefulness for persuasion, as their reciprocity would have been rather limited. In fact, just as these grammars were somewhere midway between no grammar at all, and sophisticated hierarchical grammars, so can their turn-taking/persuasive capacity be seen as somewhere midway between unidirectional proto-conversation (characterizing other species), and fully reciprocal conversation. In this respect, the invention of a new expressive system (verbal language with more systematically structured grammars) proved immensely useful for the argumentative form of persuasion.
8. Because the topic of this paper is not language structure per se, but language use, here we provide only a brief summary of our model, which can be found explicated in Progovac and Benítez-Burraco, 2019; Benítez-Burraco & Progovac, 2020, 2021.
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