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a b s t r a c t 

In light of the literature on the ‘price puzzle’, this paper shows that a positive effect of a tightening 

of monetary policy on the level of prices should be considered a normal phenomenon rather than an 

‘anomaly’ or a ‘specific regime phenomenon’ connected to passive behaviour of the Central Bank in re- 

sponse to changes in the inflation rate. To assess the effect of monetary policy on the level of prices, 

we estimate SVAR models based on US monthly data for the period 1959–2018. Alternative measures of 

price and inflation expectations are also taken into consideration to avoid feasible spurious correlation. 

Finally, all selected models are estimated along four different sub-samples to consider different monetary 

policy regimes. Our findings show that the ‘price puzzle’ exists irrespective of both the passive (active) 

behaviour of the Central Bank and the inclusion of price expectations. 

© 2022 Elsevier B.V. All rights reserved. 
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. Introduction 

The co-movement of prices and interest rates has been referred 

o as the Gibson’s paradox ( Keynes, 1930 ), the Cavallo-Patman ef- 

ect ( Taylor, 1983 ) and the “price puzzle” ( Bernanke and Blinder, 

992 ; Eichenbaum, 1992 ; Christiano et al., 1994 ). It is one of the

more hotly debated” phenomena in economics ( Fisher, 1930 , p. 

99) and challenges the idea that monetary policy tightening is fol- 

owed by a decrease in the price level (or lower future inflation) as 

 result of the demand side channels of the monetary transmission 

echanism. 

A recent explanation of this “puzzle” refers to a lack of respon- 

iveness of the Central Bank to signals of higher future inflation. 

or the United States, for instance, it is argued that a positive cor- 

elation between changes in the federal funds rate and changes 

n the price level was seen during the 1960s and 1970s because 

he Federal Reserve responded to supply shocks by raising the fed- 

ral funds rate, though not enough to prevent a higher increase 

n the aggregate price level. This explanation has been confirmed 

hen vector autoregression (VAR) models have been used to isolate 
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xogenous movements in the policy interest rate (i.e., monetary 

olicy shocks) uncorrelated with other variables included in the 

odel. In this framework, it has also been argued that the price 

uzzle is “resolved” when a variable signalling anticipated future 

nflation to the Central Bank is included in the VARs (see, for ex- 

mple, Sims, 1992 ; Christiano et al., 1994 ). 

These interpretations have been reinforced by Castelnuovo and 

urico (2010) . By re-examining the empirical evidence on the price 

uzzle, they argued that the positive response of prices to a mon- 

tary policy shock is historically limited to sub-samples associated 

ith a weak Central Bank response to inflation (and thus with in- 

ation expectations that were not well anchored) such as prior to 

he appointment of Paul Volcker as Chairman of the Federal Re- 

erve in July 1979. Moreover, they claimed that the omission from 

ARs of a variable capturing the high persistence of expected infla- 

ion accounts for the price puzzle. Finally, using a calibrated micro- 

ounded New Keynesian model, they showed that it never gener- 

tes a positive inflation response to a policy shock, even when the 

ominal interest rate responds less than fully to inflation. There- 

ore, they rejected the cost-push channel of monetary policy usu- 

lly associated with the price puzzle and claimed that the tra- 

itional (inverse) demand-side relationship between interest rates 

https://doi.org/10.1016/j.strueco.2022.02.019
http://www.ScienceDirect.com
http://www.elsevier.com/locate/strueco
http://crossmark.crossref.org/dialog/?doi=10.1016/j.strueco.2022.02.019&domain=pdf
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3 For instance, a market interest rate lower than the natural rate will determine 

a continuous increase in the price level. 
4 However, unlike Keynes, Shiller and Siegel suggested that Gibson’s paradox can 

stem from wealth redistribution in favour of debtors arising from price inflation. It 

would lower the demand for nominal denominated assets relative to their supply 

and therefore, raise the rate of interest. 
5 Barskey and Summers argued that productivity shocks — which are translated 

into real interest rate shocks in a gold money economy — would change the equilib- 

rium real price of gold and that an (officially) pegged nominal price for gold would 
nd inflation is the dominant one for the transmission mechanisms 

f monetary policy. 

Considering the case of the United States for the period 1959–

018 and using SVAR models, the aim of this paper is to assess 

hether the positive effect of the rate of interest on the level of 

rices stems from specific policy regimes and/or omitted informa- 

ion in the estimated VAR models. In Section 2 , a brief historical 

verview of the debate on the Gibson paradox is provided. Section 

 illustrates data, methods, and our multiple identification strate- 

ies, whereas Section 4 provides our main findings. We show that 

he price puzzle is also traceable in the post-1979 period, namely 

n the presence of an “active” monetary policy regime. Moreover, 

n line with Christiano et al. (1999) , we also show that monetary 

olicy tightening leads to a fall in real wages since the increase 

n prices is not compensated for by a rise in money wages. Fi- 

ally, Section 5 analyses the role of expectations through alterna- 

ive measures of expected prices demonstrating that they partially 

itigate but do not solve the price puzzle. Section 6 concludes. 

. Prices and interest rates: an overview 

After Tooke (1838; 1844) , where a positive relationship between 

he interest rates and the price level was predicted since the for- 

er was viewed as an element of the monetary costs of produc- 

ion, the main interpretations 1 that have been proposed to explain 

he co-movement of prices and interest rates – named by Keynes 

he Gibson paradox 2 – reverse Tooke’s causality going from inter- 

st rates to prices and explain this stylized fact by the adjustment 

rocess of the real interest rate towards its “natural level” after a 

revious increase in the price level. The differences in these in- 

erpretations consist mainly of the monetary regimes which that 

tylized fact was ascribed to and the elements viewed as shaping 

he discrepancy between the “market” interest rate and its natural 

evel – namely, the level determined by “productivity and thrift”

 Wicksell, 1906 , p.193). 

Under the hypothesis that at the equilibrium the nominal in- 

erest rate equals the natural rate of interest plus the expected 

nflation rate, Irving Fisher (1930) argued that the source of the 

Gibson paradox” would be in the slow adjustment of price expec- 

ations after a change in price inflation fuelled by a change in the 

rowth rate of money supply which would bring about fluctuations 

n the actual real interest rate around its natural level. More pre- 

isely, when, after a higher increase in prices, lenders start to re- 

uire a higher nominal interest rate after adjusting their price ex- 

ectations, a co-movement over time between prices and the nom- 

nal interest rate will be observed together with an adjustment of 

he actual real rate of interest towards its natural level. 

While Fisher’s estimation of expected inflation using long dis- 

ributed lags of actual inflation rate has been considered as incon- 

istent with investor rationality ( Sargent, 1973 ; Shiller and Siegel, 

977 ), a view similar to that advanced by Fisher is traceable in 

odels where the co-movement of prices and interest rates is 

xplained by changes in nominal output relative to the amount 

f money supply exogenously set by the monetary authorities. In 

hese models, factors such as prices and output elasticities to ag- 

regate demand, the sensitivity of price inflation to output changes 

nd of price expectations to actual prices, are combined in a way 

hat generates a path of prices and interest rates moving in the 
1 Here we will only briefly summarise the literature written over twenty years 

go. No reference is made, for instance, to Hawtrey (1923) , Kitchin (1923) and 

acaulay (1938) . 
2 In A Treatise on Money Keynes refers to the “extraordinarily close correlation”

or more than a century between the interest rate on consols and the price level as 

eported in a series of articles published by Gibson in the Banker’s Magazine (see 

ibson, 1923 ). 
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ame direction during the cycle (see, for instance, Friedman and 

chwartz, 1982 ; Sargent, 1973 ). 

By contrast, a criticism of Fisher’s “monetary” explanation of 

he Gibson paradox was advanced by Keynes (1930) who main- 

ained that the positive correlation between prices and the interest 

ate occurs in the long- or medium-run rather than being a cycli- 

al phenomenon as suggested by Fisher. Moreover, Keynes stressed 

hat Gibson considered movements that “so far from being com- 

ensatory, are aggravating in their effect on the relation between 

ender and borrower”, so that Fisher’s explanation cannot hold. The 

all in bond prices that follows the increase in the interest rate due 

o the increase in the price level implies in fact that lenders will 

ossess a value capital in money terms which is lower than be- 

ore whilst “the variations in the rate of interest earned during the 

ear in question” would be “too small to make much difference”

 Keynes, 1930 , II, pp. 202–203) and would not be able to compen-

ate the capital loss. 

Keynes therefore reproposed Wicksell’s (1898 and 1906) “real”

xplanation of the Gibson paradox according to which the market 

ate of interest is relatively sticky compared with the natural rate 

the rate that equals savings and investments at full employment) 

o that, when there is a long run tendency of the natural rate of 

nterest to move due for instance to technical changes, a continu- 

us slow movement of deflation or inflation arises 3 which is sub- 

equently followed by a movement of the market interest rate in 

he same direction as prices. Keynes also refuted Fisher’s objection 

hat the price level would depend on the money supply (modified 

y the velocity of circulation of money) and be independent of pre- 

ious changes in the rate of profit, arguing that Central Banks tend 

o adapt their behaviour to changes in gold supply relative to the 

emand for money because they have gold reserves which can be 

ncreased or decreased in order to leave prices unaffected (see also 

hiller and Siegel, 1977 ). 4 

If several contributions have limited the phenomenon of Gibson 

aradox to a gold standard regime (see, for instance, Friedman and 

chwartz, 1982 ; Barsky and Summers, 1988 ) 5 or more generally 

o periods where inflation is weakly persistent (see Barsky, 1987 ; 

ogley et al., 2011 ), the presence of a co-movement of prices and 

nterest rates has been recognized in the literature on the price 

uzzle even for fiat money economies and periods of high inflation 

ersistence, typically by using vector autoregression (VAR) models 

see Sims, 1992 ; Balke and Emery, 1994 ; Giordani, 2004 ; Hanson, 

004 ; Boivin and Giannoni, 2006 ; Castelnuovo and Surico, 2010 ). 

owever, unlike the previous contributions by Fisher, Keynes and 

icksell, co-movement has been interpreted as the result of “sta- 

istical illusions” stemming from model misspecification or, alter- 

atively, as the effect of interest rate being an element of produc- 

ion costs as originally suggested by Tooke (1838; 1844) . 6 
hus lead to a change in the price level. For example, an increase in the real in- 

erest rate would lower the demand for gold both for non-monetary uses and for 

onetary gold as long as the latter demand is elastic to the rate of interest. There- 

ore, the real price of gold as determined in the gold market would fall and since 

he authorities peg the nominal price of gold as constant in a metallic standard, this 

ould be accompanied by a rise in the general level of prices. 
6 If this was criticized by Wicksell because – in a gold money economy – vari- 

tions in the interest rate would be accompanied by changes in the relative and 

ot absolute prices, it can be advanced again in a fiat money economy. However, 

ven with a money commodity an interpretation different from that suggested by 
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9 Rabanal points to a low elasticity of inflation with regard to changes in the 

nominal interest rate, with a posterior mean of just 0.15. Hence, the posterior prob- 

ability of observing an increase in inflation following a tightening of monetary pol- 

icy would be zero. 
10 On omitted information that is essential to the monetary authority’s deci- 

sion process, see also Bernanke et al., (2005) and Boivin et al. (2009) . Giordani 

(2004) shows that the omission of potential output in standard trivariate VARs may 

severely bias impulse responses and be responsible for the price puzzle. In fact, if 

the Central Bank has the output gap in its inflation equation and there are lags in 

the transmission of monetary policy, then policy affects output first and then in- 

flation. If this is the case, the omission of output gap causes interest rates to react 

positively to output gap increases and act as a proxy of the omitted variable. A 

similar argument has been advanced by Leeper and Roush (2003) for economies in 

which a double-causal link between money and interest rate may have occurred. 

In particular, if the Central Bank reacts contemporaneously to monetary aggregates 

and if money demand is contemporaneously driven by the nominal interest rate, 

then the omission of money will lead to a misspecification of the monetary policy 
According to conventional wisdom, the price puzzle anomaly 

s due to omitted information on the systematic part of mone- 

ary policy. In particular, the VAR may be misspecified if it fails 

o include a proxy for future inflation. As stated by Sims (1992, 

. 998) “policy authorities might know that inflationary pressure is 

bout to arrive and contract to dampen the effects of these pres- 

ures. Then prices would rise after the monetary contraction […]”. 

herefore, when inflation expectations are not included in the VAR, 

he results of endogenous and/or anticipatory responses by the 

entral Bank would emerge as a co-movement of prices and in- 

erest rates. A predicted upcoming surge in inflation would be fol- 

owed by an increase in the policy rate, a decrease in the output 

ap, and – as long as the monetary policy tightening is not such 

o fully offset the inflationary shock – a rise in current inflation. 

f VAR omits expected inflation and if expected inflation and cur- 

ent inflation are not strictly linked (i.e., current inflation is not a 

sufficient statistic” for measuring the expected inflation), the VAR 

eproduces the price puzzle. 

The idea proposed by Sims (1992) ameliorated the picture but 

id not solve the puzzle. A rationale for justifying these empiri- 

al findings was thus advanced in terms of the supply-side cost 

hannel effect ( Ramey, 1989 ; Rehman, 2015 ). Barth and Ramey 

2002) observed that on average over the period 1959–20 0 0, US 

rms held gross working capital (value of inventories plus trade 

eceivables) equivalent to 17 months of sale revenues. Therefore, a 

hange in the amount of interest to be paid on this working capi- 

al would identify a cost channel that might dominate the standard 

emand-side effect on prices. Christiano et al. (2005) reached the 

ame conclusion using aggregate data for the US economy whereas 

edola and Lippi (2005) provided evidence of the importance of 

orking capital for the transmission of interest rate shocks in 

rance, Germany, Italy, and the UK using disaggregated industry 

ata for 21 manufacturing sectors. 7 Similarly, Peersman and Smets 

2005) estimate the effects of monetary policy on 11 industries in 

 Euro area countries, finding considerable cross-industry hetero- 

eneity in interest policy sensitivity that is statistically related to 

ifferences in output durability, financial structure and firm size. 8 

vidence of the existence of a cost channel is also advanced by: 

dolfson et al. (2005) for Europe; Chowdhury et al. (2006) for 

he G7 countries (except Germany and Japan) in the period 1980–

997; and Ravenna and Walsh (2006) for the US for the period 

960–2001. It is a channel that has been rationalized into the New- 

eynesian DSGE models by assuming that factors of production 

ave to be paid by borrowing from financial intermediaries before 

he proceeds from the sale of output are received ( Bruckner and 

chabert, 20 03 ; Ravenna and Walsh, 20 06 ; Tillman, 20 08 ). Interest

ates would therefore affect the firms’ marginal costs of production 

hich in turn would drive inflation dynamics. 

However, contrary to the view that the cost-push channel effect 

f monetary policy dominates the more traditional demand-side 

ffect, Rabanal (20 03; 20 07) argued that the cost channel is irrel- 

vant in both the US and the Euro area when estimating a New 

eynesian DSGE model that embodies the working capital. More 

recisely, using a likelihood-based estimated structural model, he 
icksell can hold. In these circumstances, the Gibson paradox may stem from the 

djustment of nominal interest rates on long-term financial securities in the pres- 

nce of changes in the price level determined by changes in the method of produc- 

ion of the money commodity relative to the methods of production of the other 

ommodities (see Smith, 1996 ). 
7 Their results show that sectoral output responses to monetary policy shocks 

re systematically related to industrial characteristics corroborating the hypothesis 

f Barth and Ramey (2002) that systematic differences in working capital needs are 

ehind sectoral differences in the responses to monetary policy impulses. 
8 Similar results are achieved by Gaiotti and Secchi (2006) for Italy employing 

 panel covering some 20 0 0 Italian manufacturing firms with 14 years of data on 

rices and interest rates paid on several types of debt. 
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upported the view that inflation and interest rates move in oppo- 

ite directions after a monetary policy shock. Moreover, he argued 

hat the result is not influenced by the assumption that only a frac- 

ion of firms needs to borrow money to pay their wage bill. 9 Even 

hen the model is estimated by assuming that all firms need to do 

his, no positive response of inflation to a monetary policy contrac- 

ion is observed. Rabanal (20 03; 20 07) therefore concluded that 

olicy makers should not be concerned about short-run increases 

n inflation after monetary policy tightening. He also stated that 

is estimates confirm Romer and Romer (2004) who found that 

he price puzzle would become irrelevant when constructing with 

 narrative approach a series of monetary policy shocks after con- 

rolling for the endogenous response of the Federal Reserve to its 

wn forecasts of output growth, inflation and unemployment. 

These results reinforced the idea that estimates displaying an 

ncrease in inflation after monetary policy tightening would stem 

rom a misspecified Central Bank’s reaction function. As Hanson 

2004) stresses, the practice suggested by Sims (1992) to avoid 

he price puzzle including additional variables, such as commodity 

rices, does not work for all sub-sample periods, especially in the 

re-1980 period ( Boivin and Giannoni, 2006 ). However, the price 

uzzle would disappear when a larger information set is used or 

hen the output gap ( Giordani, 2004 ) 10 or a new measure of mon- 

tary policy shocks free of endogenous or anticipatory movements 

re included ( Romer and Romer, 2004 ). 11 

This change in the inflation response due to different pol- 

cy regimes is explained by Castelnuovo and Surico (2010) both 

hrough a DSGE and an SVAR model. They find a price puzzle as 

he result of a passive monetary policy regime in the pre-1979 pe- 

iod. Moreover, by employing a sticky price DSGE model for the 

S economy at the theoretical level, they found that on impact, 

 positive inflation response to a monetary policy shock does not 

rise. On the basis of Montecarlo simulations, they thus argued 

hat the price puzzle can be the artefact of a specification error 

n the VAR models. The misspecification comes from the omission 

f a “latent” variable which exists only when the monetary pol- 

cy rule is passive. While, on the one hand, expected inflation is 

ound to approximate this omitted variable reasonably well, on the 
hock. The results regarding the price puzzle are also influenced when the form of 

he matrix contemporaneously linking structural shocks and reduced-form residuals 

s set according to theory (see Kim and Roubini, 20 0 0 ; Uhlig, 20 05 ) or when long- 

un restrictions are imposed in order to identify monetary policy shocks. However, 

n almost 33% of the responses computed using these strategies, the price puzzle 

till occurs (see Havranek et al., 2011 ). Moreover, the results become more strongly 

nfluenced by theoretical assumptions on the model. 
11 It has also been argued that accommodative behaviour by the Central Bank 

ould be consistent with a determinate regime if fiscal policy is active and the 

scal theory of the price level holds. As Leeper and Leith (2016) claim, in this case 

here would be nothing puzzling in a jump in the price level after monetary tight- 

ning. Under the fiscal theory of the price level, an increase in the nominal interest 

ate raises the growth rate of the nominal market value of debt and households’ 

nterest receipts. The resulting wealth effects, not offset by the government that 

ndertakes an active fiscal policy, would raise the price level. 
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Table 1 

Variables and description. 

Acronyms Description Time span 

FF Effective Federal Funds Rate 1959:01–2018:08 

P Consumer Price Index for All Urban Consumers: All Items 1959:01–2018:08 

Y Industrial Production: Total index 1959:01–2018:08 

W Hourly Earnings 1959:01–2018:08 

FPP Future Prices Paid; Diffusion Index for the Federal Reserve Bank of Philadelphia 1968:05–2018:08 

INF _ FED Green Book Inflation Expectations, FOMC 1966:09–2013:12 

INF _ UM University of Michigan: Inflation Expectation 1978:01–2018:08 
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14 As seen in Section 2 , the cost channel perspective which sees the monetary pol- 

icy as producing supply-side effects by increasing the costs of firms, has been ques- 

tioned and minimised by Rabanal (2007) and Henzel et al., (2009) . Specifically, by 
ther, the arguments in Sims (1992) and Bernanke (2004) on omit- 

ed variables would be supported in the context of a structural 

odel only when monetary policy is passive and therefore expec- 

ations are not well anchored. 12 Only in this case, in fact, infla- 

ion expectations become very informative regarding the dynam- 

cs of the economy and help to identify a monetary policy shock 

orrectly. Castelnuovo and Surico (2006) also add that, in the case 

f anchored inflation expectations, the price puzzle can show up 

hen a cost channel is introduced into a DSGE model only when 

rice rigidity is low and/or wage rigidity is high (see also Henzel 

t al., 2009 ). The responsiveness of inflation to the marginal cost 

n the Phillips curve depends on a coefficient that is negatively re- 

ated to price stickiness: with high price rigidity, inflation is less 

esponsive to the real marginal cost. Furthermore, flexible wages 

revent the smooth response needed to make supply effects pre- 

ail. Therefore, the price puzzle can be avoided even when a cost 

hannel is at work: a high level of price rigidity which is greater 

han wage rigidity may suffice. 13 Hence, after 1979, the price puz- 

le also disappeared because, starting in the Nineties, as inflation 

oes down, wage rigidity goes down too and price rigidity is al- 

ays higher than wage rigidity. 

Summing up, there is some agreement that the price puzzle is 

ot necessarily a false finding that pertains only to misspecified 

ARs but could be a “genuine” phenomenon. However, in the more 

ecent literature, the “puzzle” is often confined to passive mone- 

ary policy regimes and/or to specific conditions concerning price 

nd wage flexibility, often by appealing to New-Keynesian DSGE 

tructural models. In the next sections, we will test the presence of 

he price puzzle in the US economy by using SVAR models, hence 

inimizing the influence of theoretical assumptions on model es- 

imates. We will identify two models that will allow us to discuss 

his phenomenon and verify if changes in the interest rates can in- 

uence income distribution as in Christiano et al. (1999) . Further- 

ore, we will test the role of expectations in explaining the Gibson 

aradox and whether the price puzzle is a phenomenon which has 

o be confined to specific monetary regimes, namely depending on 

he active or passive behaviour of the Central Bank. 

. Data, models and methods 

.1. Data 

The empirical analysis uses aggregate monthly data provided 

y the Organization for Economic Cooperation and Development 

OECD) and the Federal Reserve Economic Data (FRED) for the US 

conomy for the period January 1959 – August 2018. In order to as- 

ess the Gibson paradox, the following variables are employed: (i) 

he Effective Federal Funds Rate ( FF ); (ii) the Consumer Price In- 

ex ( P ); the Industrial Production Index ( Y ); and the level of mon-

tary hourly earnings ( W ). Additionally, several measures of price 
12 According to Castelnuovo and Surico (2010) , a passive (active) behaviour of 

onetary authorities occurs when Central Banks move less (more) than proportion- 

lly the rate of interest in relation to a change in the inflation rate. 
13 In this way, they rationalize Rabanal’s (2003) results mentioned above. 
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nd inflation expectations will be taken into account. Specifically, 

e will make use of: (i) Future Prices Paid ( FPP ) released from 

he Federal Reserve Bank of Philadelphia; (ii) Inflation Expectations 

rovided by the University of Michigan ( INF _ UM ); (iii) ‘Greenbook’ 

nflation Expectations released by the Federal Reserve ( INF _ FED ) 

 Romer and Romer, 2004 ). Although P , Y and W are transformed

nto a logarithmic form, the remaining variables are not converted 

nto a log-form. All considered variables are summarized in Ap- 

endix A and Table 1 . 

.2. Models 

In order to assess whether the Central Bank is able to generate 

ositive effects on the level prices by increasing the Federal Funds 

ate, we estimate two baseline models: 

Model 1 : FF − P − Y ; 

Model 2 : W − FF − P − Y . 

hereas in the first model we use the effective federal funds rate, 

he level of prices and the industrial production index, in the sec- 

nd one — in line with the ‘cost channel’ literature of the price 

uzzle ( Barth and Ramey, 2002 ; Christiano et al., 2005 ; Dedola 

nd Lippi, 2005 ) 14 – we add monetary wages as a variable that 

ould affect prices. Additionally, inspired by Christiano et al. (1997; 

999) , Model 2 allows us to assess whether changes in interest 

ates produce a variation in the distribution of income, i.e., in real 

ages. 

In addition, since part of the recent literature regards the 

act that the price puzzle derives from different monetary policy 

egimes ( Giordani, 2004 ; Hanson, 2004 ; Castelnuovo and Surico, 

010 ), we estimate the aforementioned models for the whole pe- 

iod (1959:01–2018:08) and along different timespans. The identi- 

cation of selected sub-samples is dictated by periodization based 

n the development of alternative US monetary policy regimes and 

hanges in the Federal Reserve’s procedures. In October 1979, af- 

er Paul Volcker was appointed Chairman of the Federal Reserve 

July-August 1979), there was a change in its operating procedures. 

he US Central Bank began tight control over monetary aggregates, 

amely non-borrowed reserves and M1 ( Mishkin, 2001 ). Subse- 

uently, in October 1982, the Federal Reserve started to slacken 

ontrol over non-borrowed reserves, 15 progressively shifting back 

o its approach of targeting the price rather than the quantity 

f money. Finally, in February 1987, the US monetary authority 

nnounced officially that it would shift away from any targeted 

rowth ranges for the monetary aggregate M1. Therefore, we select 
sing DSGE models, they argue that the demand-side effects dominate the supply- 

ide ones. 
15 As suggested by Kaldor (1982) , the decision by the Federal Reserve was influ- 

nced by difficulty in controlling the monetary aggregates and worries over the too 

igh interest rates and loss of control of them rather than by the declining inflation 

ate. 
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ctober 1979, October 1982 and February 1987 as the main breaks 

n the US monetary policy 16 and the identified sub-samples range 

rom: (i) 1959:01 to 1979:09; (ii) 1979:10 to 2018:08; (iii) 1982:10 

o 2018:08; (iv) 1987:02 to 2018:08. 17 The exclusion of the period 

979–1982 – when models 1 and 2 are estimated in the subsam- 

les 1982:10–2018:08 and 1987:02–2018:08 – allows us to identify 

 more precise monetary policy shock through the use of the fed- 

ral funds rate. 18 

.3. Methods and identification strategies 

In order to estimate Models 1 and 2, we use SVAR mod- 

ls ( Kilian and Lütkepohl, 2017 ). This class of models enables us 

o identify monetary policy shocks by imposing restrictions on a 

educed-form VAR model in levels represented in Eq. (1) : 

 t = c + 

p ∑ 

i =1 

A i y t−p + u t , (1) 

here y t is the k x 1 vector of considered variables, c is the con- 

tant term, A i is the k x k matrix of reduced-form coefficients and 

 t is a k x 1 vector consisting of error terms. To obtain a Structural 

AR (SVAR), an identification strategy must be imposed at Eq. (1) . 

n SVAR is represented as follows in Eq. (2) : 

 0 y t = a + 

p ∑ 

i =1 

B i y t−p + w t , (2) 

here B 0 represents the matrix of contemporaneous relationships 

etween the k variables in y t , B i is the k x k matrix of autoregres-

ive slope coefficients, and w t is the vector of structural shocks. 19 

In line with Christiano et al. (1999) and Castelnuovo and Surico 

2010) , an exogenous monetary policy shock is isolated through a 

ower-triangular structure based on a Cholesky factorization. Fol- 

owing Bernanke and Blinder (1992) and Christiano et al. (1999) , 

e assume two alternative identification which enable us to pro- 

ide a robust analysis of the Gibson paradox. The first identification 

trategy for Models 1 and 2 is summarized in (3) and (4): 

odel 1 : B 0 y t = 

[ − 0 0 

− − 0 

− − −

] [ 

F F t 
P t 

Y t 

] 

(3) 

odel 2 : B 0 y t = 

⎡ 

⎢ ⎣ 

− 0 0 0 

− − 0 0 

− − − 0 

− − − −

⎤ 

⎥ ⎦ 

⎡ 

⎢ ⎣ 

W t 

F F t 
P t 

Y t 

⎤ 

⎥ ⎦ 

(4) 
16 These breaks materialized in changing trends of short- and long-term nominal 

nterest rates as a result of various factors that affected US monetary policy deci- 

ions. The strong rise in the interest rates in 1979 occurred after the IMF annual 

eeting in Belgrade and led to an appreciation of the dollar and a fall in output, 

hich in turn, together with other elements influencing money wages, helped to 

ontrol price inflation. As regards the fall in the nominal interest rates in the years 

982-1986, elements such as the difficulties for the US bank system stemming from 

he Mexican crisis and the increasing concerns of the US Congress over the sharp 

all in output in the previous years influenced the Federal Reserve. Finally, the rise 

n the interest rates in the years 1987-1990 followed the Louvre Accord, which 

imed to halt the decline of the dollar started in 1985 after the Plaza Agreement. 

e thank James Galbraith for drawing our attention to these points. 
17 Following Castelnuovo and Surico (2010) , we perform a Chow test on the re- 

uced form federal funds rate equation based on Model 1. Findings confirm the 

hoice of the selected breaks by rejecting the null hypothesis of ‘No breaks at 

pecified breakpoints’. Specifically, we found a p-value of: 0.0 0 0 0 in October 1979; 

.0 0 04 in October 1982; and 0.0478 in February 1987. 
18 According to Bernanke and Mihov (1998) , during the 1979–1982 Volcker experi- 

ent, nonborrowed reserves (rather than the federal funds rate) are considered the 

ight indicator for capturing a monetary policy shock. 
19 The covariance matrix of structural errors is normalized: E( w t w 

′ 
t ) = 

∑ 

w 
= I K . 
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here ‘ −’ indicates an unrestricted parameter and ‘0’ represents a 

ero restriction. Following Bernanke and Blinder (1992) , Leeper et 

l. (1996) , Sims (1992; 1998) and Sims and Zha (1998) , Model 1

llows the federal fund rate ( F F t ) to be the most exogenous vari-

ble. 20 We assume that “authorities react immediately to the vari- 

bles they can observe without delay (commodity prices, monetary 

ggregates, and financial variables), and only with a delay to vari- 

bles that they can observe only with a delay, such as GDP and 

he GDP deflator” ( Sims, 1998 , p. 940) and, because of the infor- 

ation lag, “policy shocks could reasonably be assumed to be in- 

ependent of contemporaneous economic disturbances” ( Bernanke 

nd Blinder, 1992 , p. 902). In the second equation, the level of 

rices ( P t ) can only respond contemporaneously to a monetary pol- 

cy shock and, in the third equation, the level of economic activ- 

ty ( Y t ) can be affected both by the interest rate and the level of

rices. In Model 2, a similar identification strategy is assumed by 

dding the level of nominal earnings ( W t ) as the first ordered vari- 

ble. We are assuming that nominal wages are exogenous within 

he monthly observation for three main reasons: (i) wages are de- 

ermined by a bargaining process influenced by several institu- 

ional factors (see, for instance, Akerlof, 1982 ; Bewley, 1999 ; Solow, 

980 ); (ii) the bargaining process is affected by information de- 

ays motivated by the fact that data are released with different 

elays and therefore trade unions and labour market institutions 

ould not react immediately to variables that they cannot observe; 

iii) monetary wages tend to be affected by nominal rigidities and 

he process of wage adjustment occurs slowly and over a period of 

ime that is longer than the monthly observation. Monetary wages 

re not strictly related to the business cycle fluctuations since the 

age bargaining process occurs periodically rather than ceaselessly 

 Taylor, 1979 ; Azariadis and Stiglitz, 1983 ). In Model 2, monetary 

ages are added – being part of the monetary costs of firms – as 

oncurred in the determination of the level of prices. Furthermore, 

ollowing Christiano et al. (1999) , we are also interested in assess- 

ng the effect of monetary policy on real wages. 

The identification strategies imposed in (3) and (4) assume that 

onetary policy does not observe Y t and P t during the process of 

etting the rate of interest F F t . However, when targeting F F t , the 

entral Bank could know both Y t and P t . According to ( Christiano 

t al., 1999 , p. 83), such an assumption seems plausible as does 

he one which assumes that the Federal Reserve does not know 

he current level of economic activity and prices in the process 

f setting the rate of interest. For these reasons, we impose a 

econd alternative identification based on the following recursive 

rdering: [ Y t , P t , F F t ] for Model 1 and [ W t , Y t , P t , F F t ] for Model 

. 21 Such an ordering assumes a monetary policy reaction func- 

ion (e.g., a Taylor rule) and a private sector that responds slowly 

o changes in the Federal Reserve’s policy variables ( Christiano et 

l., 1999 ; Bernanke et al., 2005 ; Castelnuovo and Surico, 2010 ; 

iordani, 2004 ; Hanson, 2004 ). 22 The implementation of different 

dentification strategies will allow us to provide a robust and clear 

icture of the price puzzle in the US economy. 

Once restrictions are imposed and structural shocks are esti- 

ated, impulse response functions (IRFs) are calculated to detect 

nd quantify the causal relationships between the selected vari- 
20 Bernanke and Blinder (1992) propose the federal funds rate as an indicator for 

apturing a monetary policy shock. Moreover, they propose two alternative identi- 

cation strategies in which the federal funds rate is ordered both as the first and 

ast variable. 
21 Christiano et al., (1999) impose a recursive structure by testing both the idea of 

 federal funds rate ordered as first and last variable. According to their estimates, 

esults are robust and unaffected by the different identification strategies assumed. 
22 Due to space constraints, the IRFs based on (3) and (4) are reported in the main 

ext whereas findings of the second recursive ordering are provided in Appendix C . 

esults are similar to the ones obtained with identification strategies (3) and (4) 

onfirming the intuition of Christiano et al., (1999 , p. 97). 
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Fig. 1. IRFs to a monetary policy shock, Cholesky factorization, Model 1 [ F F t , P t , Y t ] . Solid lines are point estimates and dotted lines are the computed error bands. 95% 

confidence interval bands estimated through a Monte Carlo procedure (10 0 0 repetitions). 
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23 The number of lags estimated in the VARs led us to use different lags for any 

selected time span. More specifically, in Model 1, we make use of lag 9 for the 

entire sample and for the 1979:10–2018:08 period, 3 for the 1959:01–1979:09 sub- 

sample and 6 for the 1982:10–2018:08 and 1987:02–2018:08 periods. When Model 

2 is considered, lag 9 is used for all the sample and for the 1979:10–2018:08 period, 

lag 4 for the 1959:01–1979:09 and 1987:02–2018:08 periods and finally lag 6 for the 

1982:10–2018:08 period. Findings are robust when the number of lags is kept fixed 

across the considered sub-samples, i.e. , when we make use of a lag equal to 9. 
bles. Standard errors are estimated through a Monte Carlo pro- 

edure (10 0 0 repetitions) and IRFs will be reported with two- 

tandard error bands, namely considering a 95% confidence inter- 

al. 

. Findings and discussion 

In this section, we report and discuss the IRFs estimated for 

odels 1 and 2. For the sake of simplicity, we discuss the peak 

ffect on the price level generated by monetary policy tightening 

hich is normalized and equal to one percentage point on im- 

act. Initially, in order to manage models accurately, the optimal 

ag length of each VAR is estimated by minimizing the Akaike In- 
414 
ormation Criterion (AIC). This test is estimated for all considered 

eriods and all results are summarised in Appendix B , Table B.1 . 23 

In Fig. 1 , the IRFs for Model 1, based on the identification strat- 

gy (3) [ F F t , P t , Y t ] , are reported by displaying the responses of 

 and Y to a monetary policy shock. Findings suggest that a rise 
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Fig. 2. IRFs to a monetary policy shock, Cholesky factorisation, Model 2 [ W t , F F t , P t , Y t ] . Solid lines are point estimates and dotted lines are the computed error bands. 95% 

confidence interval bands estimated through a Monte Carlo procedure (10 0 0 repetitions). 
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n F F leads to a permanent and significant increase in the level of 

rices during the period 1959:01 –2018:08. Specifically, a one per- 

entage point increase in the rate of interest leads to a significant 

eak effect on P of 1.66% after 53 months. When the pre-1979 pe- 

iod is analysed in Panel 1.2, the peak effect on P is equal to1.06% 

fter 21 months. Yet, despite the fact that an increase in F F pro-

uces the strongest effect on P in the pre-1979 period, the Gib- 

on paradox is confirmed even in the post-1979 period. Specifi- 

ally, during the period 1979:10 –2018:08 (Panel 1.3), the response 

f P reaches a significant peak of 0.39% after 12 months. How- 

ver, when Model 1 is estimated by excluding monetary targeting 

eriods, namely in 1982:10 –2018:08 and 1987:02 –2018:08, mone- 

ary policy tightening leads to a permanent increase in the level of 

rices that is larger than the one estimated for the entire post- 

979 period. Specifically, a significant peak effect on P is found 

o be equal to 0.59% after 26 months during the period 1982:10 –

018:08 and to 0.91% after 44 months for the 1987:02 –2018:08 

ub-sample. The positive response of prices in the pre-1979 period 

s close to the one estimated in the period 1987:02 –2018:08. Addi- 

ionally, when the post-1979 period is detected, the greatest effect 
415 
n prices occurs when the era of control over monetary aggregates 

s excluded, namely when the period 1979:10–1987:01 is omitted 

Panel 1.5, Fig. 1 ). 

IRFs for Model 2 – based on the identification strategy 

4) [ W t , F F t , P t , Y t ] – are shown in Fig. 2 . We report the responses 

f W , P and Y to monetary policy tightening characterized by one 

ercentage point increase in F F . Findings – reported in the Panel 

.1 for the period 1959:01 –2018:08 – show that a rise in F F leads 

o a permanent and significant increase in P which reaches a peak 

f 0.82% after 28 months. 

The price puzzle is also found when IRFs are estimated for the 

ifferent sub-sam ples. Although an increase in F F produces the 

trongest positive effect on P in the pre-1979 period, IRFs con- 

rm the Gibson paradox even in the post-1979 period. Specifically, 

hen the pre-1979 period is analysed in Panel 2.2, the response 

f P reaches a significant peak of 1.05% after 19 months. When the 

ost-1979 period is detected, the peak effect on P is equal to: 0.31% 

fter 12 months in the period 1979:10–2018:08 (Panel 2.3, Fig. 2 ); 

.60% after 26 months during the period 1982:10 –2018:08 (Panel 

.4, Table 2 ); and 0.99% after 50 months when the period 1987:02 –
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Table 2 

Peak effect on the level of prices, Models 1 and 2. In () the month in which the peak effect occurs. 

Peak effect on the level of prices 

Identification 1959:01–2018:08 1959:01–1979:09 1979:10–2018:08 1982:10–2018:08 1987:02–2018:08 

Model 1 

F F t , P t , Y t 1.66% (53) 1.06% (21) 0.39% (12) 0.59% (26) 0.91% (44) 

Y t , P t , F F t 1.24% (53) 1.07% (21) 0.30% (12) 0.55% (27) 0.82% (39) 

Model 2 

W t , F F t , P t , Y t 0.82% (28) 1.05% (19) 0.31% (12) 0.60% (26) 0.99% (50) 

W t , Y t , P t , F F t 0.67% (27) 1.06% (19) 0.24% (12) 0.57% (29) 0.96% (51) 
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018:08 is considered (Panel 2.5, Table 2 ). When Model 2 is esti- 

ated in the post-1979 period and excluding the period of con- 

rol over monetary aggregates, the increase in the level of prices is 

arger than the one estimated for the period 1979:10 –2018:08 and 

lose to the one assessed for the pre-1979 period. Moreover, the 

nclusion of monetary wages W in Model 2, enables us to draw 

n additional conclusion: the rise in prices generated by mone- 

ary policy tightening leads real wages to fall since the increase 

n prices P is not compensated for by a rise in monetary wages W .

uch results, which are confirmed in all selected periods consid- 

red in Fig. 2 , are in line with those obtained by Christiano et al.

1997; 1999) according to whom a rise in the rate of interest pro- 

uces a fall in real wages. 

In order to provide a robust analysis of the price puzzle, we 

ake use of additional identification strategies, both for Models 

 and 2, which assume an endogenous rate of interest. IRFs, re- 

orted in Appendices C.1 and C.3, are in line with those obtained 

hrough the identification strategies (3) and (4). All the peak ef- 

ects on prices produced by monetary policy tightening and es- 

imated through all the implemented identification strategies are 

ummarized in Table 2 . The peak effects are slightly lower when a 

onetary policy reaction function is imposed, namely when the 

rderings [ Y t , P t , F F t ] and [ W t , Y t , P t , F F t ] are employed. Neverthe- 

ess, our findings show that the price puzzle exists irrespectively of 

he used recursive ordering. Indeed, our results are in sharp con- 

rast with the ones obtained by Hanson (2004) and Castelnuovo 

nd Surico (2010) according to whom the price puzzle is regarded 

s a ‘regime specific phenomenon’, namely dependent on the pas- 

ive (active) behaviour of the Central Bank in the pre- and post- 

979 periods. Yet, although we have found a positive and larger ef- 

ect on prices in the pre-1979 period, we can affirm that the price 

uzzle exists even in the post-1979 period. In the post-1979 period, 

he effect is stronger when the monetary targeting periods are ex- 

luded by our sample, namely during the periods 1982:10–2018:08 

nd 1987:02–2018:08. 24 

Our results also provide a clear and comprehensive picture of 

he price puzzle or ‘Gibson paradox’ in the US economy. Notably, 

mpirical outcomes confirm the price puzzle both for the pre- and 

ost-1979 period: monetary policy tightening leads to a rise in the 

evel of prices. Even when additional firms’ costs, that is monetary 

ages, are added to the model and alternative identification strate- 

ies are assumed, the Gibson paradox is confirmed for all the con- 

idered sub-samples. Although we have found that an increase in 

he rate of interest leads to a higher level of prices in the pre-1979

eriod rather than in the post-1979 one, we show that – when 

he Federal Reserve’s monetary control over monetary aggregates 

s excluded by our sample – the positive effect of interest rates 

n prices is larger than the one experienced in the sub-sample in- 

luding the ‘Volcker era’. Furthermore, when the period 1987:02–
24 As shown in the Online Technical Appendix, Models 1 and 2 are also estimated 

or the post-1979 period recommended by Castelnuovo and Surico (2010) , namely 

uring the 1979:10-2006:12 period. Even when this sub-period is considered, our 

odels reproduce the price puzzle. 
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l
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018:08 is compared with the pre-1979 one, estimated IRFs show 

 similar peak effect on the level of prices. 

. Inflation expectations and the price puzzle 

As anticipated in Section 2 , starting with the original contribu- 

ion of Sims (1992) and arriving at more recent works on the price 

uzzle ( Giordani, 2004 ; Hanson 2004 ; Tillmann, 2008 ; Castelnuovo 

nd Surico, 2010 ; Tas, 2011 ), price expectations have played a cru- 

ial role in motivating the existence of this paradox. Indeed, the 

rice puzzle would be caused by a spurious correlation in the VAR 

odel generated by the omission of a relevant variable which is 

upposed to capture price expectations. 

To solve or mitigate the puzzle, Sims (1992) , Balke and Emery 

1994) , Leeper et al. (1996) and Christiano et al. (1999) included 

he commodities price in the VAR because it would capture price 

xpectations. However, this diffuse, conventional wisdom has been 

riticized by several authors who have raised some doubts regard- 

ng the suitability of commodity prices for capturing price ex- 

ectations ( Giordani, 2004 ; Hanson, 2004 ). Specifically, Giordani 

2004) shows that the puzzle is determined as a consequence of 

he omission of the output gap which in turn, would produce a 

isspecification in the VAR. According to Hanson (2004) , the com- 

odity prices show feeble forecasting power and lack theoreti- 

al underpinning. For these reasons, Hanson (2004) looked in vain 

or different indicators capable of capturing the forecasts of infla- 

ion and solving the puzzle. Tas (2011) maintains that asymmetric 

nformation produces frictions in the transmission mechanism of 

onetary policy by leading to unwarranted effects, namely an in- 

rease in the expected and actual inflation when monetary policy 

ightening occurs. To mitigate the puzzle, Tas (2011) includes the 

urvey of Consumer Attitudes in the VAR. Finally, Castelnuovo and 

urico (2010) reduce the omission problem by including the infla- 

ion forecasts provided by the Survey of Professional Forecasters in 

he VAR. Yet, despite the fact that different measures of inflation 

xpectations have been used, the price puzzle has not been solved, 

specially when the pre-1979 period is considered. 

In order to consider the role played by expectations, we in- 

lude three alternative measures of expected prices and inflation 

n our VAR models. We make use of the Future Prices Paid ( F P P )

eleased by the Bank of Philadelphia and the Inflation Expectation 

rovided by the University of Michigan ( INF _ UM). 25 Additionally, 

n the spirit of Romer and Romer (2004) , we reconstruct inflation 

xpectations from the Greenbook where the forward-looking infla- 

ion ( INF _ F ED ) is released by the Federal Reserve staff before each 

eeting of the FOMC. We expand the monthly Romer and Romer 

ataset which can now cover the period 1966:09–2013:12. 26 Since 
Future Prices Paid forecasts the change in Prices Paid over the next six months 

or reporting manufacturing firms. As an alternative to inflation expectations re- 

eased by the University of Michigan, the Consumer Opinion Surveys which con- 

ains the Future Tendency of Inflation released by the OECD could be used. The two 

ariables are correlated at 98%. 
26 We use the inflation expectations which refer to the forecast for the current 

uarter as a complete series which is traceable from May 1967. However, we es- 
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Fig. 3. IRFs to a monetary policy shock, Cholesky factorisation, Model 1 [ FP P t , F F t , P t , Y t ] . Solid lines are point estimates and dotted lines are the computed error bands. 

95% confidence interval bands estimated through a Monte Carlo procedure (10 0 0 repetitions). 
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fficial data correspond to FOMC meetings, variables are converted 

o monthly observations. To do this, the forecast decided in each 

eeting will be assigned to the corresponding month. If there are 

ore meetings in one month, we consider the average value. If 

here are no meetings, we consider no change in the Federal Re- 

erve’s expectations and therefore keep the same forecasts as the 

revious meeting. 

The forward-looking variables are alternatively introduced both 

n Model 1 [ F F t , P t , Y t ] and Model 2 [ W t , F F t , P t , Y t ] as the first 

rdered variable, namely the most exogenous variable. Expecta- 

ions are also included as the first ordered variable when the sec- 

nd identification strategy is assumed ( [ Y t , P t , F F t ] for Model 1 and 

 W t , Y t , P t , F F t ] for Model 2), namely when the Federal Reserve is 

upposed to observe Y t and P t during the process of setting F F t . In 

his section, we will report the IRFs of the first identification and 

iscuss the responses of the price level to monetary policy shocks. 
imate the correlation between the forecasts for the actual quarter with the ones 

stimated for one and two quarters ahead for the 1969:01-2013:12 period. Findings 

how a high correlation equal to 0.97 and 0.91, respectively. 

t

s

t
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he optimal lag selection for the models augmented by expecta- 

ions is reported in Tables B.2 and B.3 , Appendix B . The IRFs of the

econd identification strategy which includes expectations are re- 

orted in Appendices C.2 and C.4 , whereas a summary of the peak 

ffect on the level of prices estimated through all the implemented 

dentification strategies is reported in Table 3 at the end of this 

ection. 

As a first step, we start with Model 1 ( Fig. 3 ), where F P P is in-

luded. As shown in Panel 3.1, when all the sample is covered, the 

eak effect on P is equal to 0.97% after 35 months. When the sub- 

ample 1959:01–1979:09 is considered in Panel 3.2, the effect on 

 reaches a peak of 0.95% 16 months later. When the post-1979 pe- 

iod is analysed in panels 3.3, 3.4 and 3.5, a one percentage point 

ncrease in F F leads to a peak effect on P equal to: 0.35% after

2 months in the period 1979:10–2018:08; 0.54% after 23 months 

uring the period 1982:10–2018:08; and 0.80% after 39 months in 

he period 1987:02–2018:08. 

In Fig. 4 , we consider Model 1 augmented by the Federal Re- 

erve’s inflation forecasts INF _ F ED . As reported in Panel 4.1 where 

he period 1959:01–2018:08 is analysed, the peak effect on P of 
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Fig. 4. IRFs to a monetary policy shock, Cholesky factorisation, Model 1 [ INF _ FE D t , F F t , P t , Y t ] . Solid lines are point estimates and dotted lines are the computed error 

bands. 95% confidence interval bands estimated through a Monte Carlo procedure (10 0 0 repetitions). 
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.85% occurs after 37 months. When the sub-sample 1959:01–

979:09 is considered in Panel 4.2, the peak effect on P is equal 

o 0.80% after 17 months. During the 1979:10–2018:08 sub-sample, 

he peak effect on P is equal to 0.18% after 4 months. When the 

eriod 1982:10–2018:08 is displayed in panel 4.4, the peak effect 

n P of 0.50% is reached after 41 months. Similarly, when the 

987:02–2018:08 sub-sample is shown in panel 4.5, a peak effect 

n P of 0.50% occurs after 40 months. 

In Fig. 5 , we display the IRFs estimated for Model 1 which 

onsider the inflation expectations released by the University of 

ichigan I NF _ UM. When I NF _ UM is considered, our estimations 

re carried out only for the post-1979 period. Specifically, when 

he period 1979:10–2018:08 is taken into consideration in Panel 

.1, a one-unit increase in F F produces a peak effect on P equal

o 0.23% after 12 months. The effect on the level of prices is larger

hen the control over monetary aggregates is excluded from our 

amples in Panels 5.2 and 5.3. In particular, during the period 

982:10–2018:08, the level of prices reaches a peak of 0.57% af- 

er 24 months and, when the period 1987:02–2018:08 is analysed, 

he peak effect on P of 0.96% is reached after 56 months. 
418 
As a second step, we display the IRFs when F P P , INF _ F ED and

NF _ UM are introduced in Model 2 as the first ordered variable. In 

ig. 6 , we detect the effect of F F on P when F P P is considered. In

anel 6.1, a unitary monetary policy shock in the period 1959:01–

018:08 leads to a peak effect on P equal to 0.82% after 28 months. 

uring the sub-sample 1959:01–1979:09 in Panel 6.2, the peak ef- 

ect on P of 0.94% occurs after 16 months. When the post-1979 pe- 

iod is analysed in panels 6.3, 6.4 and 6.5, P reaches a peak equal 

o: 0.27% after 12 months in the period 1979:10–2018:08; 0.55% 

fter 25 months during the period 1982:10–2018:08; and 1% after 

2 months in the period 1987:02–2018:08. 

In Fig. 7 , we show the IRFs of Model 2 augmented by the Fed-

ral Reserve’s forecasts INF _ F ED . As shown in Panel 7.1 where the 

eriod 1959:01–2018:08 is considered, a one percentage point in- 

rease in F F produces a peak effect on P of 0.69% after 23 months. 

he sub-sample 1959:01–1979:09 is reported in Panel 7.2 and a 

eak of 0.83% on P occurs after 18 months. When the 1979:10–

018:08 sub-sample is considered in Panel 7.3, the peak effect 

n P equal to 0.18% occurs after 5 months. During the 1982:10–

018:08 sub-sample, a one percentage point increase in FF pro- 
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Fig. 5. IRFs to a monetary policy shock, Cholesky factorisation, Model 1 [ INF _ U M t , F F t , P t , Y t ] . Solid lines are point estimates and dotted lines are the computed error bands. 

95% confidence interval bands estimated through a Monte Carlo procedure (10 0 0 repetitions). 

Table 3 

Peak effect on the level of prices, Models 1 and 2. In () the month in which the peak effect occurs. 

Peak effect on level of prices 

Identification 

1968:05–2018:08 1968:05–1979:09 1979:10–2018:08 1982:10–2018:08 1987:02–2018:08 

FP P t , F F t , P t , Y t 0.97% (35) 0.95% (16) 0.35% (12) 0.54% (23) 0.80% (39) 

FP P t , Y t , P t , F F t 0.78% (30) 0.94% (15) 0.27% (12) 0.50% (26) 0.72% (38) 

FP P t , W t , F F t , P t , Y t 0.82% (28) 0.94% (16) 0.27% (12) 0.55% (25) 1.00% (52) 

FP P t , W t , Y t , P t , F F t 0.71% (28) 0.93% (15) 0.20% (10) 0.50% (24) 0.97% (57) 

1966:09–2013:12 1966:09–1979:09 1979:10–2013:12 1982:10–2013:12 1987:02–2013:12 

INF _ FE D t , F F t , P t , Y t 0.85% (37) 0.80% (17) 0.18% (4) 0.50% (41) 0.50% (40) 

INF _ FE D t , Y t , P t , F F t 0.63% (30) 0.79% (17) 0.14% (4) 0.38% (20) 0.37% (36) 

INF _ FE D t , W t , F F t , P t , Y t 0.69% (23) 0.83% (18) 0.18% (5) 0.50% (41) 0.57% (34) 

INF _ FE D t , W t , Y t , P t , F F t 0.56% (23) 0.79% (17) 0.13% (4) 0.45% (42) 0.55% (34) 

1979:10–2018:08 1982:10–2018:08 1987:02–2018:08 

INF _ U M t , F F t , P t , Y t —– —– 0.23% (12) 0.57% (24) 0.96% (56) 

INF _ U M t , Y t , P t , F F t —– —– 0.18% (10) 0.53% (23) 0.89% (57) 

INF _ U M t , W t , F F t , P t , Y t —– —– 0.20% (5) 0.58% (23) 1.00% (52) 

INF _ U M t , W t , Y t , P t , F F t —– —– 0.16% (5) 0.55% (24) 0.96% (47) 

419 
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Fig. 6. IRFs to a monetary policy shock, Cholesky factorisation, Model 2 [ FP P t , W t , F F t , P t , Y t ] . Solid lines are point estimates and dotted lines are the computed error 

bands. 95% confidence interval bands estimated through a Monte Carlo procedure (10 0 0 repetitions). 
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uces a peak effect on P equal to 0.50% after 41 months. Similarly, 

uring the period 1987:02–2018:08, a peak on P of 0.57% occurs 

fter 34 months. 

Finally, Fig. 8 shows the IRFs of Model 2 augmented by INF _ UM . 

uring the period 1979:10–2018:08 (Panel 8.1), a peak effect on P 

qual to 0.20% occurs after 5 months. When the monetary target- 

ng periods are not included in the sample, the effect on prices is 

ound to be larger. During the period 1982:10–2018:08, the level of 

rices reaches a peak of 0.58% after 23 months and, when the pe- 

iod 1987:02–2018:08 is taken into consideration, the peak effect is 

qual to 1% after 52 months. Furthermore, in line with the models 

on-augmented by expectations, when expectations are included 

n Model 2, an increase in the rate of interest produces a fall in

eal wages. As can be seen in Figs. 6 , 7 and 8 , the increase in the

evel of prices produced by monetary policy tightening is not com- 

ensated for by a proportional increase in the level of monetary 

ages. 

All peak effects on the level of prices estimated for Models 1 

nd 2 augmented by expectations are summarized in Table 3 and 

ndings are robust to the alternative identification strategies. Al- 
t

420 
hough all results confirm the existence of the price puzzle, the 

stimated peak effects are slightly lower when a monetary pol- 

cy reaction function is imposed, namely when the F F is ordered 

s the last variable. Furthermore, if we compare findings of the 

odels estimated with and without expectations ( Tables 2 and 3 ), 

he inclusion of forward-looking variables marginally mitigates the 

ositive effect of the interest rate on the level of prices. The largest 

itigation occurs in the period 1987:02–2018:08 when the variable 

NF _ F ED is included in Models 1 and 2. 

. Discussion of results and theoretical implications 

Our findings show a clear and robust picture of the price puzzle 

stimated for the US economy for the 1959–2018 period. Specif- 

cally, our estimates enable us to conclude that the Gibson para- 

ox should be conceived as being specific to the economic the- 

ry rather than a ‘regime specific phenomenon’ ( Hanson, 2004 ; 

astelnuovo and Surico, 2010 ). Indeed, irrespective of different 

odel specifications – which include different timespans, expecta- 

ions and alternative identification strategies and variables – mon- 
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Fig. 7. IRFs to a monetary policy shock, Cholesky factorization, Model 2 [ INF _ FE D t , W t , F F t , P t , Y t ] . Solid lines are point estimates and dotted lines are the computed error 

bands. 95% confidence interval bands estimated through a Monte Carlo procedure (10 0 0 repetitions). 

Fig. 8. IRFs to a monetary policy shock, Cholesky factorisation, Model 2 [ INF _ U M t , W t , F F t , P t , Y t ] . Solid lines are point estimates and dotted lines are the computed error 

bands. 95% confidence interval bands estimated through a Monte Carlo procedure (10 0 0 repetitions). 
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tary policy tightening is able to produce a positive effect on the 

evel of prices. 27 The empirical findings can be summarized as fol- 

ows: 

(i) Contrary to what has been advocated by Hanson (2004) and 

Castelnuovo and Surico (2010) , the Gibson paradox is con- 

firmed both in the pre- and post-1979 period. Although we 

have found that an increase in the rate of interest leads to 

a higher level of prices in the pre-1979 period rather than 

in the post-1979 one, we show that – when the Federal 

Reserve’s monetary control over monetary aggregates is ex- 

cluded by our sample – the magnitude of the effect of inter- 

est rates on prices is close to the one obtained in the pre- 

1979 period. Therefore, the Gibson paradox is not dependent 

on the passive or active behaviour of the Federal Reserve in 

setting the rate of interest. 28 

(ii) In line with the results of Sims (1992) , Christiano et al. 

(1999) , Giordani (2004) and Castelnuovo and Surico (2010) , 

the introduction of several measures of price and infla- 

tion expectations does not solve the Gibson paradox, but 

marginally mitigates it. The largest mitigation occurs in the 

period 1987:02–2018:08 when the inflation projections from 

the Greenbook ( INF _ F ED ) are included in Models 1 and 2. 

(iii) Neither the introduction of additional monetary costs of 

firms in Model 2, namely nominal wages, nor the use of al- 

ternative identification strategies modify the empirical regu- 

larity prescribed by the Gibson paradox. 

(iv) In line with Christiano et al. (1999) , the upsurge in the level 

of prices determined by an increase in the rate of interest 

produces a fall in real wages. Specifically, the increase in the 

level of prices is not compensated for by a proportional in- 

crease in the level of monetary wages. 

These empirical findings recall Goodhart’s (1986 , p. 96) obser- 

ation that businessmen “tend to regard interest rates as a cost 

nd look to establish a price rise in response to increased interest 

ates”. As seen in Section 2 , this was already suggested by Tooke 

1838) and has recently been revived by the literature on the cost- 

hannel of monetary policy ( Ramey, 1992 ; Barth and Ramey 2002 ; 

hristiano and Eichenbaum, 1992 ; Christiano et al., 1997 ; Ravenna 

nd Walsh, 2006 ) where the amount of interest to be paid on the

orking capital or on loans due to a temporal mismatch between 

actor payments and sales receipts is conceived to affect marginal 

osts. 29 Even before, however, Kalecki (1971) claimed that the de- 

ree of monopoly is likely to increase whenever overhead costs 

which can be thought of as including the interest costs associated 

ith debt servicing) rise, and Kaldor (1982, p. 63) alludes to the 

ost- and price-reducing effect of a reduction in interest rates on 

he basis that interest costs are passed on prices in much the same 

ay as wage costs (see Lima and Setterfield, 2010 ). Others consid- 

red the mark-ups applied to direct or prime costs of production 

s affected by changes in the interest rate ( Galbraith, 1957 ; Taylor, 
27 Irrespective of the validity of the way they identify policy shocks, we do not 

ollow Gertler and Karadi (2015) in rejecting the Cholesky scheme because the es- 

imates confirm the price puzzle when it is used: “as Figure 1 shows, how well 

 pure monetary policy surprise is identified under the Cholesky scheme is ques- 

ionable. While the one-year rate increases, both industrial production and the CPI 

isplay ‘puzzles’” ( Gertler and Karadi, 2015 , pp. 60-61). In our view, on theoretical 

rounds, there is nothing puzzling about the co-movement of prices and interest 

ates. 
28 The operating procedures implemented when conducting the monetary policy, 

amely whether the Central Bank targets monetary aggregates or the interest rate, 

ay have an influence. The attempt in 1979-1982 to control monetary aggregates 

ed to a great variability of interest rates and a strong fall in output that affected 

he course of money wages and prices. 
29 Note that in models where output is produced only through labour and the 

urchase of production factors must be financed through borrowing, the marginal 

ost of labour is equal to the wage times the gross nominal interest rate. 
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983 ; Dutt, 1990 ). More importantly, it has also been argued that 

his cost-channel does not necessarily apply only to oligopolistic 

onditions or to the working capital and short-term loans. Given 

he money wages, normal profits of enterprise and the methods of 

roduction, a permanent increase in the interest rates, namely in 

he pure cost of capital, would lead to a change in the same di- 

ection of commodity prices under the action of free competition 

hat equals prices to the monetary costs of production ( Garegnani, 

978 -79; Panico, 1988 ; Pivetti 1991 ). 30 Workers will thus suffer a 

oss in their purchasing power unless they are able to resist it by 

emanding higher money wages ( Levrero, 2022 ). 

The implication for monetary policy is that its tightening may 

ead to an increase in prices and that the policy response to an ad- 

erse shock on prices needs thus to be much more cautious than 

sually acknowledged. Several factors may have an influence on 

nflation from the way banks set their lending rates when facing 

hocks in monetary base rates to the structure of the financial mar- 

ets ( Hülsewig et al., 2009 ) and the impact of changes in the in-

erest rates on aggregate demand and thus on the course of money 

ages. For instance, the lower the (negative) sensitiveness of ag- 

regate demand is to the interest rates, the higher the probability 

here will be “paradoxical” reactions of prices to the decisions of 

onetary authorities. 
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Table B.1 

Optimal Lag selection, Akaike Information Criterion. (Models 1 and 2 without expectations). ∗ is asso- 

ciated to the lowest value assumed by the Akaike Information Criterion. 

Model 1 

Lag 1959:01–2018:08 1959:01–1979:09 1979:10–2018:08 1982:10–2018:08 1987:02–2018:08 

0 5.840384 2.323268 1.793686 0.824009 0.507098 

1 −15.30184 −15.54888 −15.71084 −18.50698 −19.06086 

2 −15.73363 −15.78599 −16.12245 −18.87925 −19.56345 

3 −15.90932 −15.84859 ∗ −16.34616 −18.93551 −19.59233 

4 −15.94934 −15.81821 −16.41164 −19.01753 −19.66839 

5 −15.98412 −15.79026 −16.44802 −19.02753 −19.64143 

6 −15.99875 −15.81174 −16.50 0 05 −19.06534 ∗ −19.68742 ∗

7 −16.01301 −15.80968 −16.50567 −19.05080 −19.67565 

8 −16.06206 −15.79269 −16.62057 −19.02226 −19.63974 

9 −16.09344 ∗ −15.74387 −16.73853 ∗ −19.02562 −19.66496 

10 −16.07271 −15.73329 −16.72194 −19.01339 −19.65188 

11 −16.06470 −15.69504 −16.71504 −18.99358 −19.63229 

12 −16.05203 −15.63953 −16.72226 −18.97973 −19.61164 

Model 2 

Lag 1959:01–2018:08 1959:01–1979:09 1979:10–2018:08 1982:10–2018:08 1987:02–2018:08 

0 2.556581 −3.871080 −1.922860 −3.035584 −4.136271 

1 −24.20533 −23.95927 −24.85562 −27.80442 −28.40272 

2 −24.62252 −24.21914 −25.30514 −28.19959 −28.90757 

3 −24.78494 −24.26267 −25.50854 −28.26208 −28.94273 

4 −24.85450 −24.26957 ∗ −25.59062 −28.35154 −29.03557 ∗

5 −24.89348 −24.19660 −25.63633 −28.34353 −28.98462 

6 −24.90868 −24.19758 −25.71030 −28.39093 ∗ −29.01599 

7 −24.92462 −24.19453 −25.72063 −28.37980 −28.98784 

8 −24.95124 −24.16169 −25.80312 −28.32098 −28.92472 

9 −24.96691 ∗ −24.08755 −25.92028 ∗ −28.30992 −28.93925 

10 −24.95267 −24.04829 −25.87584 −28.27966 −28.92057 

11 −24.93925 −24.00241 −25.86365 −28.26330 −28.89623 

12 −24.92860 −23.95601 −25.86885 −28.23546 −28.87282 

Table B.2 

Optimal Lag selection, Akaike Information Criterion. (Model 1 with expectations) . ∗ is associated to the 

lowest value assumed by the Akaike Information Criterion. 

Model 1 –FPP 

Lag 1968:05–2018:08 1968:05–1979:09 1979:10–2018:08 1982:10–2018:08 1987:02–2018:08 

0 13.01617 7.632426 10.05510 9.089155 8.702219 

1 −8.369271 −8.659127 −8.695537 −11.46188 −12.07747 

2 −8.938750 −8.882373 ∗ −9.197095 −11.91348 −12.61179 

3 −9.124172 −8.857226 −9.405566 −11.95862 −12.64400 

4 −9.137681 −8.825799 −9.450818 −12.02636 −12.70793 

5 −9.158503 −8.666500 −9.497916 −12.03647 −12.67497 

6 −9.174807 −8.697836 −9.539012 −12.06258 ∗ −12.74349 ∗

7 −9.162711 −8.807262 −9.528778 −12.03814 −12.72791 

8 −9.198628 −8.650469 −9.620467 −12.00549 −12.69290 

9 −9.240242 ∗ −8.525159 −9.713665 ∗ −11.98164 −12.67717 

10 −9.203314 −8.533996 −9.678430 −11.94898 −12.63748 

11 −9.179936 −8.382496 −9.653639 −11.90733 −12.59307 

12 −9.157344 −8.336566 −9.643325 −11.87366 −12.55483 

Model 1 – INF _ FED 

Lag 1966:09–2013:12 1966:09–1979:09 1979:10–2013:12 1982:10–2013:12 1987:02–2013:12 

0 8.619563 3.643028 5.117219 3.289771 2.805389 

1 −13.18323 −13.16412 −13.54635 −16.43302 −16.99113 

2 −13.58292 −13.42141 ∗ −13.91789 −16.79431 −17.49122 

3 −13.75097 −13.34659 −14.17777 −16.85354 −17.54144 

4 −13.78833 −13.25114 −14.27044 −16.93226 ∗ −17.64611 ∗

5 −13.82005 −13.09471 −14.38102 −16.91443 −17.58569 

6 −13.80938 −13.05966 −14.38171 −16.93101 −17.60619 

7 −13.79422 −13.08185 −14.35418 −16.88997 −17.55604 

8 −13.85251 −12.99404 −14.42088 −16.85363 −17.50730 

9 −13.91158 ∗ −12.85906 −14.56433 ∗ −16.84904 −17.50359 

10 −13.88447 −12.83678 −14.52731 −16.81868 −17.47490 

11 −13.86196 −12.74536 −14.49737 −16.76892 −17.42435 

12 −13.84574 −12.72385 −14.48458 −16.73861 −17.37128 

Model 1 – INF _ UM 

Lag 1959:01–2018:08 1959:01–1979:09 1979:10–2018:08 1982:10–2018:08 1987:02–2018:08 

0 —– —– 4.673423 2.377399 2.090432 

1 —– —– −15.00602 −17.97366 −18.62341 

2 —– —– −15.41487 −18.37811 −19.13767 

3 —– —– −15.65837 −18.43443 −19.16394 

4 —– —– −15.72098 −18.52817 −19.26242 ∗

5 —– —– −15.84213 −18.52281 −19.22881 

6 —– —– −15.85318 −18.55666 ∗ −19.25419 

7 —– —– −15.86665 −18.52119 −19.23784 

8 —– —– −15.95984 −18.47726 −19.17189 

9 —– —– −16.04632 ∗ −18.44724 −19.16678 

10 —– —– −16.02578 −18.45181 −19.13347 

11 —– —– −16.00901 −18.41324 −19.09072 

12 —– —– −15.99457 −18.38910 −19.05401 
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Table B.3 

Optimal Lag selection, Akaike Information Criterion. (Model 2 with expectations). ∗ is associated to the lowest value 

assumed by the Akaike Information Criterion. 

Model 2 – FPP 

Lag 1968:05–2018:08 1968:05–1979:09 1979:10–2018:08 1982:10–2018:08 1987:02–2018:08 

0 9.092580 1.762417 5.982959 4.911581 3.736432 

1 −17.32074 −16.96795 −17.86679 −20.82906 −21.45660 

2 −17.90160 −17.20548 ∗ −18.40229 −21.26960 −21.96405 

3 −18.07638 −17.10549 −18.58935 −21.32015 −22.00264 

4 −18.11140 −17.15382 −18.65247 −21.39157 −22.09102 ∗

5 −18.13433 −16.91472 −18.70282 −21.37403 −22.02617 

6 −18.14611 −16.94902 −18.76673 −21.40680 ∗ −22.08696 

7 −18.13492 −17.08348 −18.76156 −21.38989 −22.06601 

8 −18.15166 −17.05708 −18.83365 −21.34736 −22.03158 

9 −18.16900 ∗ −16.90663 −18.92050 ∗ −21.29759 −21.99968 

10 −18.13184 −16.90933 −18.85982 −21.25117 −21.94847 

11 −18.10784 −16.74293 −18.81208 −21.19575 −21.88255 

12 −18.09562 −16.76928 −18.80277 −21.15114 −21.83438 

Model 2 – INF _ FED 

Lag 1966:09–2013:12 1966:09–1979:09 1979:10–2013:12 1982:10–2013:12 1987:02–2013:12 

0 4.943799 −2.497347 1.274809 −0.600847 −1.786991 

1 −22.05431 −21.58495 −22.62267 −25.67689 −26.27411 

2 −22.50396 −21.81787 ∗ −23.07705 −26.06011 −26.77339 

3 −22.68984 −21.74358 −23.32985 −26.13200 −26.82797 

4 −22.71857 −21.66759 −23.40469 −26.19708 ∗ −26.91600 ∗

5 −22.73701 −21.43235 −23.50502 −26.15568 −26.83199 

6 −22.71454 −21.33634 −23.53503 −26.17715 −26.83079 

7 −22.70912 −21.35390 −23.50325 −26.13305 −26.75910 

8 −22.76288 −21.39874 −23.53930 −26.06080 −26.67132 

9 −22.77169 ∗ −21.26822 −23.64027 ∗ −26.02308 −26.63917 

10 −22.74694 −21.34741 −23.56534 −25.95578 −26.59882 

11 −22.73170 −21.23868 −23.51184 −25.89771 −26.52989 

12 −22.72276 −21.33225 −23.50893 −25.84232 −26.46367 

Model 2 – INF _ UM 

Lag 1959:01–2018:08 1959:01–1979:09 1979:10–2018:08 1982:10–2018:08 1987:02–2018:08 

0 —– —– 0.799158 −1.519913 −2.712255 

1 —– —– −24.12025 −27.26538 −27.95884 

2 —– —– −24.58878 −27.68667 −28.46591 

3 —– —– −24.81211 −27.74473 −28.49728 

4 —– —– −24.89544 −27.84233 −28.61776 ∗

5 —– —– −25.00658 −27.81448 −28.56214 

6 —– —– −25.05201 −27.85492 ∗ −28.57445 

7 —– —– −25.04497 −27.81917 −28.54715 

8 —– —– −25.10982 −27.74028 −28.44439 

9 —– —– −25.17260 ∗ −27.69027 −28.42913 

10 —– —– −25.13243 −27.66887 −28.38082 

11 —– —– −25.10409 −27.63175 −28.33839 

12 —– —– −25.08779 −27.57991 −28.27941 
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ppendix C 

ppendix C.1 

The alternative identification strategies imposed at variables in- 

luded in Model 1 are based on the following recursive ordering: 
ig. C.1. IRFs to a monetary policy shock, Cholesky factorisation, Model 1 [ Y , P , FF ] . So

onfidence interval bands estimated through a Monte Carlo procedure (10 0 0 repetitions). 

425 
 Y t , P t , F F t ] . Responses of Y and P to monetary policy tightening 

re summarized in Fig. C.1 . 
lid lines are point estimates and dotted lines are the computed error bands. 95% 
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ppendix C.2 

In Figs. C.2.A , C.2.B and C.2.C , we report the IRFs estimated 

or Model 1 augmented by price and inflation expectations based 

n the following identification strategies: (i) [ FP P t , Y t , P t , F F t ] ; 
ig. C.2.A. IRFs to a monetary policy shock, Cholesky factorisation, Model 1 [ FP P t , Y t , P t ,

5% confidence interval bands estimated through a Monte Carlo procedure (10 0 0 repetitio

426 
ii) [ INF _ FE D t , Y t , P t , F F t ] ; and (iii) [ INF _ U M t , Y t , P t , F F t ] . IRFs 

hich include F P P , INF _ F ED and INF _ UM are displayed in Figs. 

.2.A , C.2.B and C.2.C , respectively. 
 F F t ] . Solid lines are point estimates and dotted lines are the computed error bands. 

ns). 
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Fig. C.2.B. IRFs to a monetary policy shock, Cholesky factorisation, Model 1 [ INF _ FE D t , Y t , P t , F F t ] . Solid lines are point estimates and dotted lines are the computed error 

bands. 95% confidence interval bands estimated through a Monte Carlo procedure (10 0 0 repetitions). 

427 
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Fig. C.2.C. IRFs to a monetary policy shock, Cholesky factorisation, Model 1 [ INF _ U M t , Y t , P t , F F t ] . Solid lines are point estimates and dotted lines are the computed error 

bands. 95% confidence interval bands estimated through a Monte Carlo procedure (10 0 0 repetitions). 
428 
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ppendix C.3 

The alternative identification strategies imposed at variables in- 

luded in Model 2 are based on the following recursive ordering: 
ig. C.3. IRFs to a monetary policy shock, Cholesky factorization, Model 1 [ W , Y , P , FF ] . 

onfidence interval bands estimated through a Monte Carlo procedure (10 0 0 repetitions). 

429 
 W t , Y t , P t , F F t ] . Responses of W , Y and P to monetary policy tight- 

ning are summarised in Fig. C.3 . 
Solid lines are point estimates and dotted lines are the computed error bands. 95% 
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ppendix C.4 

In Figs. C.4.A , C.4.B and C.4.C , we report the IRFs estimated 

or Model 2 augmented by price and inflation expectations based 

n the following identification strategies: (i) [ FP P t , W t , Y t , P t , F F t ] ; 
ig. C.4.A. IRFs to a monetary policy shock, Cholesky factorisation, Model 1 [ FP P t , W t , Y

ands. 95% confidence interval bands estimated through a Monte Carlo procedure (10 0 0 r

430 
ii) [ INF _ FE D t , W t , Y t , P t , F F t ] ; and (iii) [ INF _ U M t , W t , Y t , P t , F F t ] . 

RFs which include F P P , INF _ F ED , and INF _ UM are displayed in 

igs. C.4.A , C.4.B and C.4.C , respectively. 
 t , P t , F F t ] . Solid lines are point estimates and dotted lines are the computed error 

epetitions). 
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Fig. C.4.B. IRFs to a monetary policy shock, Cholesky factorisation, Model 1 [ INF _ FE D t , W t , Y t , P t , F F t ] . Solid lines are point estimates and dotted lines are the computed 

error bands. 95% confidence interval bands estimated through a Monte Carlo procedure (10 0 0 repetitions). 

Fig. C.4.C. IRFs to a monetary policy shock, Cholesky factorisation, Model 1 [ INF _ U M t , W t , Y t , P t , F F t ] . Solid lines are point estimates and dotted lines are the computed 

error bands. 95% confidence interval bands estimated through a Monte Carlo procedure (10 0 0 repetitions). 
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