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We use density functional theory calculations to characterize the early stages of fluorination of
silver’s (100) and (110) surfaces. In the Ag(100) surface, the hollow site is the most favorable for
F adatoms. In the Ag(110) surface, three adsorption sites, namely hollow, long bridge, and short
bridge, exhibit similar energies. These locations are also more favorable than an F adatom occupy-
ing a vacancy site irrespectively of whether the vacancy was present or not in the pristine surface.
The computed energy as a function of surface coverage is used to compute the equilibrium thermo-
dynamics phase diagram. We argue that for the typical pressure and temperature of fluorination
experiments, the state of the surface is not determined by thermodynamics but by kinetics. Com-
bining these results with scanning tunneling microscopy (STM) topographic simulations we propose
assignments to features observed experimentally. We present a minimal model of the apparent to-
pography of adatoms in different locations in terms of hydrogenic orbitals, explaining the observed
trends. The model links the STM apparent topography to structural information and the oxidation
states of the Ag atoms near the adatom.

I. INTRODUCTION

The interaction of halogens, chalcogens, and other
adatoms with metallic surfaces is of fundamental impor-
tance in several fields such as electrochemistry [1], cor-
rosion, heterogeneous catalysis [2–4] and opens up the
possibility to synthesize exotic quantum materials such
as, for example, spin-1/2 silver fluorides [5–16].

Density functional theory (DFT) [1, 17–22] is an in-
valuable theoretical tool to study atom adsorption on
metal surfaces. DFT computations provide insights
into key parameters, including the distance between the
adatom and the upper metal layer, the proximity to
the nearest metal atom, charge distributions among the
atoms, changes in the work function induced by the ad-
sorbate, and the energy associated with adsorption which
is essential for thermodynamic considerations [23].

From the experimental point of view, scanning tun-
neling microscopy (STM) provides unique information
on how adatoms interact with metallic surfaces. STM
provides an “apparent topography” (AT) of the surface.
This, however, may be different from naive expectations
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based on the charge distribution. For example, operat-
ing in constant current mode, sometimes adatoms ap-
pear as protrusions but a depression is also possible, as
well as a combination of both yielding a Mexican hat
or “sombrero” shape. For example, sombrero shapes are
observed in the case of sulfur [21], and oxygen [24] on sil-
ver. More recently, sombrero shapes have been observed
for fluorine on silver surfaces [25]. This variety of ATs is
due to the fact that the conductance depends on several
factors, such as the density of states and the extension of
orbitals. Therefore, modeling the STM data is manda-
tory to extract all the physical and chemical information
from the STM results.

Early theories [26, 27] of the ATs of adsorbed atoms
on metallic surfaces were based on the jellium model.
This provided insights into the bias dependence of the
tunneling current and the apparent height of the adatom
right at its center but did not give information on the ap-
parent topography away from the center, i.e., what kind
of feature the adatom produces. A more complete the-
ory [28] in terms of a tight-binding model provided more
detailed information on the ATs and predicted protru-
sions, depressions, and the sombrero shape depending on
the adatom. DFT can compute [21] STM ATs based on
the Tersoff-Hamann approximation [29–31] thus allowing
the identification of the features observed in the experi-
ment.
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In Ref. [25] low-temperature (LT)-STM measurements
have been performed on the Ag(100) and Ag(110) sur-
faces of single crystals exposed to fluorine and hydro-
gen fluoride (HF). Here we present DFT computations
to identify the energetically most favorable adatom lo-
cations and the corresponding ATs. We consider both
adatoms on top of the ideal surfaces and adatoms in sur-
face vacancy sites. We use the DFT results to estimate
the range of fluorine gas chemical potential at which a
given coverage is thermodynamically stable and compare
it with the condition to have stable bulk phases.

The energetics at small coverage allow us to propose
assignments of the experimentally observed ATs to spe-
cific high-symmetry locations on the surfaces. This is
complemented with computations of the ATs of the most
stable adatom locations. Experimental ATs have a rich
internal structure. As mentioned, the Ag(100) and some
Ag(110) ATs show a sombrero shape, especially for neg-
ative voltage biases. Instead, ATs acquired with positive
voltages tend to show a depression shape of the adatom.
Simulated ATs in DFT generally reproduce this behavior
although some discrepancies remain.

As well known, DFT provides a wealth of information
by including all relevant orbitals and a realistic effective
potential. However, the trade-off is that it is not always
straightforward to pinpoint the important factors deter-
mining the AT in terms of the chemistry and structure
of the surface. To obtain a deeper understanding of the
AT, we present a simplified orbital model of the STM
topographies. This allows us to link the main observed
features in STM data to information such as the out-of-
plane distance from the Ag surface of the F adatom and
the oxidation state of the nearby Ag atoms.

This work is organized as follows. The methods used
are explained in Sec. II. Structural parameters and the
energetics and diffusion barriers of adatoms are discussed
in Sec. III A. The thermodynamics of a silver surface
exposed to fluorine gas is discussed in Sec. III B. Re-
sults for the topographies of adatoms are discussed in
Sec. III C. Section IIID deals with the explanation of the
topographic features as the sombrero shape in terms of a
simplified orbital model. The summary and conclusions
of the work can be found in Sec. IV.

II. METHODS

A. Surface structure and definitions

For Ag(100) the atoms in the surface present a square

unit cell with lateral dimension a′ = a/
√
2 and area (a′)2,

with a the bulk lattice constant. There are three highly
symmetric sites for the adsorption of the fluorine atoms
[Fig. 1 (a)]: hollow, bridge, and top site. The dimen-
sions shown in the figure were obtained from the DFT
computations as explained below.

The Ag(110) surface has a similar layout albeit with a
rectangular unit cell of area a′ × b′, with b′ = a. Con-
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FIG. 1. Geometry of the first two layers of the (a)-(b) Ag(100)
and (c)-(d) Ag(110) slabs. The square and rectangle drawn
with red solid lines in (a) and (c) show the unit cell consid-
ered for each surface. The crystallographic axis on the left
indicates the orientation of the bulk crystal associated to the
Ag(100) surface. For the 110 surface shown in (c) the horizon-
tal direction corresponds to [110] while the vertical direction
corresponds to [001]. The highly-symmetric positions are in-
dicated with yellow shapes for both surfaces. The light and
dark gray spheres represent silver atoms from the topmost
and the underlying layers, respectively. The distance between
these two layers is indicated with an arrow in panels (b) and
(d). The parameter δ12 characterizes the interlayer distance
relaxation for the two topmost layers.

sequently, two types of bridge sites are present: a long-
bridge site, positioned between two Ag atoms along one
of the longer sides of the rectangular lattice, and a short-
bridge site, located between two Ag atoms along one of
the shorter sides. This configuration yields a total of
four highly symmetric sites suitable for the adsorption of
fluorine atoms in ideal surfaces, as shown in Fig. 1 (c).

We define the surface coverage as Θ = NF/A (ML)
where NF is the number of fluorine adatoms on the sur-
face and A is the surface area in units of the surface unit
cell. For both surfaces, A corresponds to the number of
each type of highly-symmetric sites in the pristine sur-
face, and Θ = 1 ML corresponds to the full occupation
of all the available sites of one kind [considering bridges
along the two perpendicular directions in the Ag(100)
surface as distinct].
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B. Characterization of Adsorption

The surface can be exposed to monoatomic fluorine [25]
or diatomic fluorine depending on experimental condi-
tions.

If fluorination proceeds from exposing the clean Ag
surface to the diatomic gas, the molecule must be disso-
ciated during the reaction process. The zero-temperature
dissociation energy per atom reads,

Ed ≡ E(F)− E(F2)/2, (1)

where E(F2) being the energy of a F2 molecule and E(F)
the energy of a single F atom. At zero temperature, these
correspond to the chemical potentials of the molecular
(m) and atomic (a) gas namely,

µ
0(m)
F ≡ E(F2)/2, (F2) (2)

µ
0(a)
F ≡ E(F). (F) (3)

We define the adsorption energy per atom as,

E
(g)
ad (Θ) = (EAg:F−EAg−∆NAgµ

0
Ag−NFµ

0(g)
F )/NF, (4)

where g = a,m depending on the kind of gas exposure.
EAg:F and EAg are the total energy of the fluorinated
system and the pure silver slab respectively. µ0

Ag corre-
sponds to the energy per atom of bulk Ag. These are the
total energies of fully relaxed systems. NF is the number
of F atoms in the slab. ∆NAg takes into account that the
number of Ag atoms may change during the adsorption
process. For example, a silver atom may be kicked off the
surface and replaced by an F atom (exchange reaction).
Thus, ∆NAg = (NAg−N0

Ag) is the difference of Ag atoms

in the fluorinated slab (NAg) and the pristine slab (N0
Ag).

With these definitions E
(g)
ad < 0 indicates an exothermic

reaction.
Often experiments and theoretical works assume that

Ag is exposed to F2 gas, and therefore E
(m)
ad is usually

computed. The two adsorption energies are related by,

E
(a)
ad = E

(m)
ad − Ed. (5)

C. Thermodynamics

We can use the DFT results to estimate the equilib-
rium pressures to stabilize the various coverages. We
follow Ref. 32 and consider an Ag surface in contact
with F2 gas or F gas. We want to compute the equi-
librium coverage Θ as a function of temperature T and
pressure p. For this, we consider a constrained Gibbs
free energy of the whole system (bulk+surface+gas),
GAg:F (T, p,NAg, NF ,Θ), where we use Θ as an addi-
tional thermodynamic variable. The equilibrium Θ for
each pressure of the gas can be obtained by minimizing
GAg:F .

For a system with only one kind of surface, we can
characterize the surface Gibbs free energy with a single
parameter,

γ(T, p,Θ) = (6)

GAg:F (T, p,Θ)−NAgµAg(T, p)−NFµF (T, p)

A
,

where µAg(T, p) and µF (T, p) are the chemical potentials
of the silver bulk and the gas.

It is useful to write the gas chemical potential as a
T = 0 contribution plus a correction,

µF (T, p) = µ0
F +∆µF (T, p). (7)

We will assume that the surface phases are ordered and
that the contribution of the solid to the Gibbs free energy
can be computed [23, 32, 33] at p = T = 0 with DFT.
Then all the pressure and temperature dependence will
come from ∆µF (T, p). Therefore, for a slab geometry
with an unrelaxed surface, we write,

γ(T, p,Θ) = [EAg:F −NAgµ
0
Ag −NFµF (T, p)]/A− σu.

(8)
Here we took into account that in the slab geometry there
are two non-equivalent surfaces introducing the surface
energy of the unrelaxed surface σu.

Subtracting the Θ = 0 contribution we obtain,

∆γ(g)(T, p,Θ) = ∆γ(g)(0,Θ)−Θ∆µ
(g)
F (T, p), (9)

where we added the g label to distinguish the kind of gas
exposure and

∆γ(g)(0,Θ) = ΘE
(g)
ad (Θ). (10)

The pressure dependence of the chemical potential
can be approximated by the ideal gas contribution
(kBT ln(p/pr)) with respect to a reference pressure pr.

Therefore ∆µ
(a)
F (T, p) separates into a temperature de-

pendence µ̃(T, pr) and a pressure dependence, namely,

∆µ
(a)
F (T, p) = µ̃F (T, pr) + kBT ln(p/pr), (F)(11)

∆µ
(m)
F (T, p) =

µ̃F2
(T, pr) + kBT ln(p/pr)

2
. (F2)(12)

For monoatomic fluorine the temperature dependence
can be estimated from the ideal gas expression,

µ̃F (T, pr) = kBT ln

[
h̄3pr

(kbT )5/2

(
2π

M

)3/2
]
. (13)

For µ̃F2
(T, pr) one should take into account rotational

and vibrational contributions. Alternatively one can use
tabulated experimental data for both.
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TABLE I. Relative height change between contiguous pairs of
layers of the relaxed part of the Ag(100) and Ag(110) slabs
with respect to the bulk. δij denotes the difference between
the distance of the i and j layers and the interlayer separa-
tion of the bulk. The values in parenthesis correspond to the
percentage change.

Ag(100) Ag(110)
δ12 (pm) -3.6 (-1.8%) -12.3 (-8.6%)
δ23 (pm) 0.7 (0.3%) 6.1 (4.3%)
δ34 (pm) 0.6 (0.3%) -2.1 (-1.5%)

D. Computational details

The structural and electronic properties of F atoms
adsorbed on Ag(100) and Ag(110) surfaces were stud-
ied using DFT as implemented in the Vienna Ab initio
Simulation Package [34–37] (VASP). All the calculations
were done using the PBEsol [38] exchange and correla-
tion functional. The energy cutoff for the plane-wave
basis used was 700 eV. Gaussian smearing was chosen to
determine the partial occupations of each orbital, with
a value for the width of the smearing of 0.05 eV. The
electronic self-consistent loop was considered converged
when the energy difference between two steps was smaller
than 10−6 eV.
As a starting point, we performed a relaxation of the

bulk Ag unit cell using a 32×32×32 k−point Γ-centered
mesh. We used the conjugate-gradient algorithm as im-
plemented in VASP to minimize the forces among ions
until the energy difference between two ionic steps was
smaller than 10−5 eV. We found a lattice constant of
a = 4.05 Å for bulk Ag, which agrees well with the ex-
perimental value of 4.08 Å [39, 40].
In order to study surface effects we constructed slabs

of Ag using the bulk Ag cell. This leads to a surface unit
cell a′ = a/

√
2 = 2.86 Å for the Ag(100) surface and

a′ = a/
√
2 = 2.86 Å, b′ = a = 4.05 Å for the Ag(110)

surface.
The slabs were composed of 8 layers of Ag and a vac-

uum space corresponding to 13 times the interlayer sep-
aration of each surface, ≈ 26.3 Å for the Ag(100) surface
and ≈ 18.6 Å for the Ag(110). The four top layers of Ag
were free to relax while the four bottom layers remained
fixed, simulating the bulk of the system. The interlayer
distance, δij , between two consecutive layers i and j was
computed from the relaxed structures. Figures 1 (b) and
1 (d) illustrate the definition of the relaxation δ12 for the
two topmost layers and Table I reports the parameters
for all relaxed layers. These values compare well with
those found in previous works for the Ag(100) [41] and
Ag(110) surfaces [41, 42].

To study different concentrations of F on the surface
we constructed supercells of the slabs. For the fluori-
nated Ag(100) surface, 2 × 2 and 2

√
2 × 2

√
2 (in units

of a′ × a′) supercells were prepared and a 16 × 16 × 1
k−point Γ-centered grid was used, while for the Ag(110)

we used 1 × 2 and 4 × 2 supercells (in units of a′ × b′)
with 33 × 11 × 1 and 8 × 11 × 1 meshes, respectively.
The built-in dipole correction [43, 44] along the direction
perpendicular to the surface was applied to avoid errors
derived from applying periodic boundary conditions to a
slab with a net dipole moment.
We then added the F adatoms on the highly symmetric

positions discussed earlier, changing the number of adsor-
bates to sample different coverage values. Each calcula-
tion was carried out with a certain coverage of F atoms
in the same type of site. Thus, we do not consider the
possible interaction between adatoms in non-equivalent
positions due to the high computational cost.
The four top layers of the slab were relaxed again with

Ag atoms allowed to move in all directions and F atoms
constrained along the axis perpendicular to the surface to
ensure they remained in the highly symmetric positions
we were interested in. Once we obtained the relaxed
structure, the ground state (GS) energy was computed
again.
For the simulation of the STM topographies, we cre-

ated large supercells that could accommodate the size of
the features observed in the experiments, which was ap-
proximately 1 nm, and relaxed the four top layers and one
F atom, like in the previous calculations. Once we had
the relaxed slab with the adatom in the position that we
wanted to study, we ran a GS calculation with a sparse
k-point grid. Using the results from this calculation as a
starting point, we calculated the density of states (DOS)
and the STM topographies with a denser k-point grid,
and then we processed these results using the Tersoff-
Hamann approximation [29] as implemented in the open-
source code Critic2 [30, 31]. For the Ag(100) surface we

used a 3
√
2×3

√
2 supercell with a 12×12×1 k−point Γ-

centered mesh [45] for the relaxation and GS calculations.
The DOS and STM calculations were carried out using
a 24× 24× 1 k−point mesh. For the Ag(110) surface we
used a 5×4 supercell with an 8×8×1 k−point Γ-centered
mesh [45] for the relaxation and GS calculations, while
the DOS and STM calculations were carried out using a
16× 16× 1 k−point mesh. In all STM computations, we
included non-spherical contributions related to the gradi-
ent of the density in the projector-augmented-waves [46]
spheres to get accurate wave functions. We sampled val-
ues of the bias voltage, VB, of the tip of the microscope
ranging from 3 to -3 V with steps of 0.25 V for both sur-
faces and tunneling currents, IT, ranging from 6.62 pA
to 66 µA (10−9 to 10−2 a.u. of current).

E. A simplified orbital model of the STM
topography

To obtain an intuitive understanding of the origin of
the different topographic features we will use a simplified
orbital model presented here. We start by decompos-
ing the tunneling current into distinct “channels”. For-
mally, for an s-wave tip in the Tersoff–Hamann approxi-
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mation [29], the tunneling current for a given bias voltage
is given by,

I(r, VB) =
4πe

h̄
|M |2Nt(0)

∫ VB

0

N(r, ϵ)dϵ, (14)

where N(r, ϵ) is the sample local DOS and r is the po-
sition of the center of the radius of curvature of the tip.
Nt(0) is the tip DOS andM is a tip-dependent matrix el-
ement, both of them assumed to be energy independent.
The DOS can be written in terms of the single particle
eigenvalues, ϵn, and eigenvectors, ψn(r), as,

N(r, ϵ) =
∑
n

ψ∗
n(r)ψn(r)δ(ϵ− ϵn). (15)

We assume the relevant single particle states can be de-
scribed with a lattice model with atom positions R and
orbitals |Rlm⟩, where l labels point group irreducible rep-
resentations and m labels orbitals with the same l. If we
neglect crystal field effects l labels the angular momen-
tum and principal quantum number of orbitals. We thus
decompose the single-particle states, ψn(r) = ⟨r|n⟩, in
the basis of Wannier functions, ⟨r|Rlm⟩ = wRlm(r), as,

ψn(r) =
∑
Rlm

⟨Rlm|n⟩wRlm(r),

with coefficients ⟨Rlm|n⟩ obtained solving the lattice
model. Similar to Refs. [47, 48], we write the local DOS
as

N(r, ϵ) =
∑

RR′ll′mm′n

⟨n|Rlm⟩ ⟨R′l′m′|n⟩ δ(ϵ− ϵn)

×w∗
Rlm(r)wR′l′m′(r).

The largest contributions arise from diagonal terms
proportional to the Wannier orbital density. Thus, in
a first approximation, we neglect all off-diagonal contri-
butions,

N(r, ϵ) ≈∑
Rlmn

⟨n|Rlm⟩ ⟨Rlm|n⟩ δ(ϵ− ϵn)w
∗
Rlm(r)wRlm(r).(16)

For symmetry-related orbitals the orbital projected DOS
(PDOS), defined as

DRl(ϵ) =
∑
n

⟨n|Rlm⟩ ⟨Rlm|n⟩ δ(ϵ− ϵn), (17)

is independent of m. Thus the local DOS at the tip can
be written as,

N(r, ϵ) ≈
∑
Rl

DRl(ϵ)ρRl(r), (18)

where

ρRl(r) =
∑
m

w∗
Rlm(r)wRlm(r),

TABLE II. Electron charge transfer, δn, and height d of the
fluorine adatom and its silver nearest neighbor on the sur-
face. d is measured relative to the (relaxed) topmost layer of
the clean Ag(100) and Ag(110) slabs for each of the highly
symmetric sites studied. δn for fluorine is defined as the dif-
ference in electron number relative to an isolated atom. For
silver, the difference is relative to an atom of the pristine sur-
face. Electron number are taken in spheres of radius 0.704 Å,
1.503 Å for F and Ag respectively. S/L stands for short/long.
Calculations correspond to one F atom on the 3

√
2×3

√
2 and

5 × 4 supercells of the Ag(100) and Ag(110) surfaces respec-
tively.

Ag(100) Ag(110)
F Ag F Ag

d δn d δn d δn d δn
Site (pm) (pm) (pm) (pm)

Hollow 123.7 0.185 1.6 -0.019 94.9 0.173 2.0 -0.028
Top 205.6 0.185 1.7 0.025 200.5 0.163 -1.0 0.021

Bridge 160.7 0.197 6.0 -0.016 - - - -
S bridge - - - - 163.8 0.199 5.4 -0.020
L bridge - - - - 112.4 0.188 3.7 -0.026
Vacancy -15.7 0.155 -2.9 -0.028 -28.8 0.163 -2.0 -0.019

is the total charge density associated with the “shell”
l. Equation (18) allows the decomposition of the sam-
ple DOS entering into the tunneling current into contri-
butions from different orbitals. These expressions will
be used below to obtain a simple understanding of the
apparent STM topography and gain insight into how it
depends on structural and electronic characteristics.

III. RESULTS AND DISCUSSION

A. Structure, stability and diffusion of adatoms

Table II reports the calculated height of the F adatoms
and their nearest Ag neighbor(s) relative to the surface of
the clean silver slabs for all the highly symmetric sites of
the Ag(100) and Ag(110) surfaces, as well as for the case
where one F adatom occupies a vacancy on the clean sil-
ver surface. Notice that the bridge of the Ag(100) surface
and the short bridge of the Ag(110) surface correspond to
the same Ag-Ag distance a′. Indeed, the F height ≈160
pm is very similar in both cases. We also report the
charge transfer δn between F and the nearest neighbor
Ag atom on the surface.
We computed the adsorption energy, Ead, for different

levels of fluorine coverage for each type of highly sym-
metric site on both Ag(100) and Ag(110) surfaces. We
report both the molecular and atomic adsorption ener-
gies, which differ by the theoretical value of Ed = 1.49 eV
[Eq.(5)].
It is well known that PBEsol overbinds diatomic

molecules [49]. Indeed, the experimental dissociation en-
ergy for fluorine [50, 51], Eexp

d = 0.815 eV is much lower
[52] than the theoretical value Ed = 1.49 eV. This is-



6

sue is particularly problematic for oxygen adsorption on
Ag(111) [23] where only for very small coverage the the-
oretical adsorption energy is negative (exothermic) in re-
lation to O2. However, for F2 the problem is less severe,
and we find that the adsorption energy remains negative
even at full coverage (c.f. Fig. 2, right scale). In the
case of exposure to the monoatomic gas, the adsorption
energies do not involve the dissociation energy, and this
problem does not arise.

1. Ag(100) surface

The adsorption energies obtained for the Ag(100) sur-
face are plotted in Fig. 2 (a). According to Eq. (5), the
reaction with atomic fluorine is more exothermic than
the reaction with molecular fluorine.

For the studied range of coverages, the most energeti-
cally favorable position is the hollow site, followed by the
bridge, and finally, with a notable energy penalty, the
top site. The smallest energy difference between the hol-
low and bridge sites is 140 meV, found at the two lowest
coverages studied (Θ = 1/18 and 0.125 ML). This result
indicates that the hollow site is the preferred choice for
F adatoms when the Ag(100) surface is fluorinated. The
hollow sites also show the smallest increase in adsorption
energy with Θ, indicating weak F-F interactions.

We can use the above result to estimate the surface
diffusion constant. To jump from one hollow site to an-
other the adatom should climb to the bridge site which
determines the activation barrier ∆Ead =140 meV cor-
responding to 1600 K. Although this is larger than room
temperature we can estimate a jump hopping rate as
Γ = ν exp(−∆Ead/kBT ) = 1010 jumps/sec where, as an
order of magnitude, we estimated ν =15 THz by a typi-
cal Ag-F stretching phonon frequency [9] in AgF2. This
indicates that at room temperature there is substantial
diffusion and the system can equilibrate at least at the
length scale of the STM experiment. At 53 K the jumps
become of the order of one per second and, at the typical
temperature of the STM experiment (10 K), the adatoms
are essentially frozen.

Because F is the most electronegative element charge
transfer occurs from the Ag to the F atom (Table II).
Since the F is above the surface this creates a dipole mo-
ment. Therefore at small coverages, the interaction en-
ergy among adatoms will be dominated by dipole-dipole
interactions. This yields a contribution to the adsorption
energy behaving as

δEad = α
p2Θ3/2

(a′)3
, (19)

where α is a constant of order 1 which depends on the
Wigner-like lattice the dipoles form and p is the dipole
moment. The order of magnitude can be obtained by
setting Θ = 0.5 ML and α = 2, which corresponds to
truncating the dipole interaction up to the nearest neigh-
bor in a square lattice. If one assumes a full electron is
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FIG. 2. (a) Adsorption energies per atom for atomic fluorine
(left scale) and molecular fluorine (right scale), as a function
of the surface coverage, Θ, of the Ag(100) surface for the three
possible highly-symmetric positions: hollow, bridge, and top.
(b) The same plot for the Ag(110) surface, where we have four
highly-symmetric positions: hollow, long bridge, short bridge,
and top. The values labeled as “F substitution” correspond
to an exchange reaction where an Ag atom is pulled from the
surface and an F adatom is adsorbed in the resulting vacancy,
while in the “Ag vacancy” case the vacancy in the surface
already existed.

transferred to the F one obtains δEad = 1.8 eV. This is
larger than the adsorption energy change at small cover-
age. However, charge transfer is smaller than one elec-
tron which is reflected by the small δn in Table II. Using
the charge on the sphere to compute the dipole moment
gives a value that is too small as it underestimates the
dipole moment. A more accurate computation of the
dipole moment is beyond our scope, but one sees that a
larger d in Table II for the top site (corresponding to a
larger dipole moment) tends to yield larger interactions
reflecting in a steeper Ead for the top site at small cov-
erage.

2. Ag(110) surface

The adsorption energies for the Ag(110) surface are
plotted in the Fig. 2 (b). For the lowest coverage studied,
the most favorable site is the short bridge. The long
bridge and hollow sites have an energy penalty ∆EL

ad =
90 meV and ∆EH

ad = 140 meV respectively, similar to
the energy penalty of the bridge site in the (100) surface.
The top site has the largest d in Table II and the largest

Θ dependence for Θ ≤ 0.5 ML. This is again consis-
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tent with dipole-dipole interactions in Eq. (19). Among
the lowest energy sites, the short bridge has the largest
d which explains why its energy converges to the other
sites having much smaller dipole moments and negligible
dipole-dipole interactions. The energy differences reach
a minimum at Θ = 0.5 ML where the three sites become
almost degenerate in agreement with Wang et al [53].

Absolute results for E
(a)
ad at Θ = 0.5 ML differ by ≈

8% from those of Wang (considering that they use the
opposite convention for the sign of the energy). In the
computation of Eq. (3), we used the ground state of the F
atom, which happens to be spin-polarized. If we instead
restrict the atomic computation to an unpolarized state,
we find Ed = 1.90 eV, and the agreement between our
adsorption energies and Wang’s is within 2% for all the
available cases.

Since to escape from a short bridge the adatom has to
pass through the hollow site, the lowest diffusion barrier
at low coverage will be given by ∆EH

ad (≈ 1600 K), which
coincides with the Ag(100) surface. However, to move
to the nearest neighbor short bridge in the horizontal
direction in Fig. 1 requires the following passages: short
bridge→ hollow → long bridge → hollow → short bridge.
In contrast, the movement in the perpendicular direction
requires only one passage through a hollow site. This
can make diffusion below 1600 K considerably anisotropic
due to different prefactors of the activated (exponential)
temperature dependence.

Increasing the coverage, as soon as nearest neighbor
short-bridge sites become occupied (Θ > 0.5 ML) the en-
ergy of the short-bridge location increases steadily with
respect to the others. This indicates that the short F-Ag-
F motive has a considerable energy penalty with respect
to a long F-Ag-F motive. Notice that these changes oc-
cur at coverages much larger than the ones studied in
Ref. [25] (Θ < 0.02 ML).
The hollow and long-bridge adsorption energies remain

close to each other for the whole range of coverages stud-
ied and they increase weakly with coverage, indicating
weak interactions for these positions.

The adsorption energy of the top site for Ag(110) is,
once again, the less favorable one out of the four possible
sites for every value of the coverage studied.

3. Exchange reactions and vacancy occupancy

We also considered the possibility that fluorine
adatoms substitute surface Ag atoms, which are incorpo-
rated into the bulk. A viable path for such an exchange
reaction process is that an Ag atom from the surface mi-
grates to a kink along a step of the surface [54]. Since
this only moves the kink by one lattice constant it is easy
to see that the energy of the silver increases by µ0

Ag as

dictated by Eq. (4).
Figure 2 shows the exchange reaction adsorption en-

ergy for the two surfaces at low coverages (green dia-
monds). From an energetic point of view, these reactions
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FIG. 3. (a) Change of surface Gibbs free energy as a func-
tion of the atomic (lower scale) and molecular (upper scale)
chemical potential for the Ag(100) surface. Labels indicate
the coverage of each line. (b) Most stable surface coverage
vs. fluorine chemical potential. The lower (upper) scale cor-
responds to the atomic (molecular) chemical potential. The
dashed line indicates the limit of stability of the bulk phases:
AgF between the dashed lines and AgF2 to the right of the
orange dashed line.

have a penalty that is similar to the top site although
somewhat less favorable.
Another possibility is that the fluorine adatom occu-

pies a vacancy site that is already present, saving the
energy cost to expel the Ag. The energy in this case is
given by the orange hexagons in Fig. 2 and it is still less
favorable than the adsorption of the adatom on one of
the highly-symmetric sites of the ideal surface, with the
exception of the top site.

B. Thermodynamics

We use the formalism of Sec. II C to estimate the ther-
modynamic stability of the different coverages. We fo-
cus on the Ag(100) surface but a similar analysis can be
done for the Ag(110) surface using the reported values of
adsorption energies. Since the pressure and temperature
dependence is through the chemical potential it is enough
to obtain the minimum Gibbs free energy as a function
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FIG. 4. Temperature dependence of the chemical potential for
different pressures using experimental data from the National
Institute of Standards and Technology [55]. The full (dashed)
lines correspond to the monoatomic (diatomic) fluorine gas.
The thin line is the ideal monoatomic gas result (Eq. 13) for
a pressure of 1 bar.

of ∆µF [Eqs. (9), (10)].
Figure 3 (a) shows the change in the surface Gibbs free

energy as a function of chemical potential for various cov-
erages and both gases (upper and lower scales). ∆γ < 0
corresponds to the fluorinated surface being more stable
than the clean surface. Similar computations for the ox-
ide are shown in Fig. 7 of Ref. [32] where the x axis label
should read ∆µO. The stable structure is given by the
line segment with the lowest surface Gibbs free energy.
Panel (b) shows the evolution of the surface coverage as a
function of the chemical potential. Plateaus indicate that
the corresponding structures will be stable in a certain
chemical potential range. The silver surface is in a clean
state for a very negative chemical potential. Increasing
the chemical potential a progressively larger fluorine cov-
erage becomes stable. Notice that the plateau is partic-
ularly extensive for Θ = 0.5 ML hinting at a relatively
large range of pressure and temperature where this phase
is stabilized.

The dashed lines indicate the range of thermodynamic
stability of the bulk phases. These were obtained as
before using zero temperature energies to estimate bulk
Gibbs free energies [33]. The fluorine chemical potential
at which the reaction, Ag + F AgF is in thermody-
namic equilibrium (dashed blue line) satisfy,

∆µmin
F (AgF)(T, p) = Ebulk

AgF − Ebulk
Ag − µ0

F , (20)

where the energies are per formula unit. Below this
value, AgF decomposes by losing fluorine. Analogously
the lower limit of stability of AgF2 (orange line) is deter-
mined by

∆µmin
F (AgF2)

(T, p) = Ebulk
AgF2

− Ebulk
AgF − µ0

F . (21)

Figure 4 shows the chemical potential as a function of
temperature for a pressure of 1 bar (≈ 0.99 atm) and

typical pressures in ultrahigh vacuum experiments. At
room temperature (300 K) for all reported pressures and
gases the thermodynamic equilibrium is given by bulk
fluorinated phases. This means that in fluorination ex-
periments as in Ref. [25] the state of the surface is not
dictated by thermodynamics but by kinetics factors as
the time of exposition and the sticking coefficient. Even
if the surface were exposed to the gas for a very long
time, bulk compounds would not be formed due to the
appearance of Cabrera-Mott barriers blocking the reac-
tion [56, 57].
From Fig. 3 we see that a clean surface (∆γ > 0) re-

quires a monoatomic chemical potential more negative
than -4.3 eV which, according to Figure 4 requires tem-
peratures larger than 1000 K and minimal pressures. In
contrast, the reaction with diatomic fluorine is stable at
T = 1000 K and low pressure. Thus, this computation
predicts that the surface will act as a molecule splitter at
high temperatures. Molecular fluorine will be absorbed
and atomic fluorine will be released.

C. Scanning tunneling topographies

1. Fluorine adatoms on the Ag(100) surface

The adsorption energy calculations predict the hollow
site as the most favorable position of a F atom adsorbed
on Ag(100). Unfortunately, atomic resolution requires
the tip to be very close to the sample, which perturbs
the adatom position. Ref. [25] circumvented this prob-
lem by a “split-image” method. Two contiguous regions
were measured with different tip heights and the images
were matched keeping them in register. For the Ag(100)
surface, they report the adatoms in the hollow site in
agreement with our result as this being the more favor-
able site.
To further verify this result we computed the STM AT

for this case (Fig. 5). A clear sombrero-shaped AT is
observed for negative bias with the apex of the sombrero
suppressed as the bias increases. Comparing these results
with those reported in Fig. 2 of Ref. [25], we observe that
this behavior aligns with experimental observations.
At VB = 1.0 V the center of the feature reaches its

minimum and the sombrero becomes a depression. With
further increase in bias voltage (beyond the range stud-
ied experimentally in Ref. [25]), the depth of the depres-
sion decreases [see Supplementary Information (SI) [58]
Fig. 1].
We do not expect theoretical bias voltages to match the

experimental ones exactly. Kohn-Sham [59] DFT maps
the system to a non-interacting problem that has the
same electronic density as the interacting one. In con-
trast to the density, the Kohn-Sham energies are aux-
iliary quantities without a priori correspondence to the
binding energy of interacting quasiparticles. Typically,
due to interactions, experimental quasiparticle bands are
narrower than Kohn-Sham bands. Therefore, we expect
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FIG. 5. (a)-(f) Simulated STM topographies using DFT and the Tersoff-Hamann approximation for a F adatom in the hollow
position of the Ag(100) surface. The values of the bias voltage range from -1.5 to 1.5 V with a tunneling current of 5 × 10−7

a.u., corresponding to 3.3 nA. The superimposed purple circles on panel (a) correspond to the positions of silver atoms on the
surface of the slab. The scale bar corresponds to 2 Å in each panel. (g) Height profiles of F atoms for the studied bias values.
The profiles were taken parallel to the horizontal axis of the topographies, crossing over the F adatom, with the reference value
for the apparent height of the tip taken at the leftmost extreme of the profile curve. These reference values range from 3 to 5
Å, which compares well with typical distances for tunneling conditions. See Fig. 3 of the SI [58] for actual values.

bias voltage magnitudes to be moderately overestimated
in DFT. This may explain why for negative bias the pro-
trusion appears less developed in the theory than in the
experiment (a more negative theoretical bias is needed
to match the experiment). For VB = 1.0 V, both theory
and experiment show a pure depression, suggesting this
discrepancy is smaller.

While the behavior of the experimental STM ATs as
a function of the bias voltage is well reproduced, we ob-
serve that the depth of the feature is overestimated, and
its width is underestimated by approximately a factor of
0.5. This discrepancy can be attributed to the inherent
simplifications in the Tersoff-Hamann approximation: i)
the tip is modeled as a spherical s-wave, which may not
accurately represent the tungsten tip used in Ref. [25]; ii)
states are assumed to be unaffected by the tip potential,
whereas, in reality, the electronic cloud around fluorine
can polarize substantially depending on the tip polar-
ity [60]; iii) DFT maps the interacting problem to a non-
interacting one, and using non-interacting wave functions
and eigenvalues to model the tunneling conductance can
be a crude approximation; iv) lateral resolution issues can
also affect the apparent width and depth of the features.

We also computed the STM images for the adsorbate
in the bridge position (not shown). In this case, we ob-
tained a sombrero shape across the entire range of experi-
mental current and bias voltage. This contrasts with the
experimental findings, which show a depression AT for
positive bias. Specifically, the depression was observed
only for bias values larger than 0.5 V and tunneling cur-
rents lower than 662 pA. These results further confirm

that the observed AT corresponds to the hollow site.

2. Fluorine adatoms on the Ag(110) surface

In the experiments of Ref. [25], three different ATs
were identified on the Ag(110) surface: AT(A), the most
frequent one, showing the deepest depression; AT(B),
with intermediate frequency and depression depth; and
AT(C), the rarest with the smallest depression depth.
The reported abundance is AT(A) 60%, AT(B) 35%, and
AT(C) 5%. Assuming as an order of magnitude that
the experimental frequencies reflect thermal populations
at room temperature we obtain adsorption energy dif-
ferences <∼ 60 meV, of the same order of the ∆Ead ∼
90-140 meV reported in Sec. III A 2.
It is natural to assign the experimental ATs to the

three more stable locations in DFT which are also close
in energy. Figure 6 shows the simulated ATs (first three
rows). Comparing the profiles in the experiment and the
theory (right panels in Fig. 6) and using the depth of the
wells as a criteria AT(A) would be attributed to the short
bridge, AT(B) to the long bridge and AT(C) to the hollow
site. Assuming the lowest energy adsorbates would show
the higher frequency leads to the same assignment.
In Ref. [25], the split-image method was used to deter-

mine the adatom position also for the Ag(110) surface.
They report AT(A) to correspond to the short bridge as
expected. However, the second more abundant location,
AT(B) was assigned to the hollow site, and the relatively
more favorable long bridge was not reported. Instead,
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FIG. 6. STM topographies simulated using DFT and the Tersoff-Hamann approximation for the Ag(110) surface for an F
adatom in the (a)-(e) hollow, (f)-(j) long-bridge, (k)-(o) short-bridge positions, and (p)-(t) F adatom on a surface Ag vacancy.
The scale bar corresponds to 4 Å in each panel. The bias voltage values range from -2 to 2 V with a current of 1 × 10−8 a.u.,
corresponding to 66 pA. Blue circles overlaid on panels (a), (f), (k) and (p) indicate the positions of the silver atoms on the
slab surface while the green circle in (p) indicates the substituted atom. The right-hand side panels display the corresponding
profiles taken along diagonal lines with equal horizontal and vertical coordinates (x = y), passing through the fluorine position.
We set the zero value for the apparent height of the microscope tip at the point in this line with the largest separation from the
F adatom and its image in the neighboring supercells. The absolute value of the height for each voltage is reported in Figs. 6,
9, 12 and 18 of the SI [58] These reference values range from 5 to 6 Å, which compares well with typical distances for tunneling
conditions.

AT(C) was assigned to the top site which in our compu-
tations has significantly more energy [c.f. Fig. 2 (b)].

More insight can be obtained by comparing the to-
pographies. The simulated AT for voltage biases ranging
from −2 to 2 V and a tunneling current of 66 pA are
presented on the left side of Fig. 6. While all sites ex-
hibit a depression for all voltages shown, in the case of
the long and short bridges, a protrusion appears at the
depression’s center for negative bias giving the sombrero
shape.

Among the three energetically more favorable loca-
tions, the short bridge has the deepest depression which
is in agreement with the above assignment to the AT(A)
having the deepest depression in the experiment. On
the other hand, the protrusion is not present in the ex-

perimental AT(A). For the hollow site, the well has a
smaller depression in partial agreement with the experi-
mental AT(B). Regarding the protrusion, the situation is
reversed: it appears in the experimental AT(B) but not
in the theory for the hollow site.

The simplified orbital model presented in Sec. IIID,
shows that the protrusion is very sensitive to the compet-
ing role of F 2p and Ag 5s states. Its presence or absence
depends on factors such as the relative strength of the
symmetry-projected DOS in these channels, and the dif-
ference in decay length between F 2p and Ag 5s orbitals
near the Fermi level. These aspects are susceptible to
errors in DFT calculations. In contrast, the depth of the
depression is mainly determined by the oxidation state of
the Ag atoms surrounding the central F atom. This fea-
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ture is more robust in DFT given that the density plays
the central role in this technique. Therefore, we find the
assignment of the AT(A) and AT(B) to the short bridge
and the hollow site, respectively, as compatible with the
theory. The depth of the depression (excluding the pro-
tuberance) is overestimated, which we attribute again to
the simplifications of the Tersoff-Hamann approximation
and lateral resolution effects.

It remains to assign the less abundant AT(C). A plain
top position would require a topography with a large pro-
tuberance for positive bias. For example, for a bias volt-
age VB = −2 V and current as in Fig. 6, our computa-
tions predict a protuberance of 40 pm above the silver
level which is incompatible with the experimental obser-
vation of depressions for all ATs. This together with the
high energy cost [Fig. 2 (b)] allows to exclude a simple
top position.

Another possibility is that AT(C) corresponds to an ex-
change reaction (Sec. III A 3). The energy penalty is even
larger than for a top position [Fig. 2 (b)]. A third pos-
sibility is that F atoms fill already present vacant sites.
Since the number of these sites is a small fraction of a
small coverage, a tiny number of vacant sites would be
enough to explain the observed abundance (of the or-
der of 1/5000 fraction of vacant surface sites). However,
filling these sites is still not more favorable energetically
than the three previous sites [see orange hexagon in Fig. 2
(b)].

Either if the vacancy was already present or not the
final configuration is the same. The last row in Fig. 6
shows the ATs for this final configuration. Interestingly,
the experimental AT shows a rim around the depression
(volcano shape) for positive voltage which is well repro-
duced by the theory [panels (s),(t), and (x)]. There are
also other striking similarities between theory and exper-
iment: for negative bias voltage, the depth of the ATs re-
mains without significant changes while for positive bias
the well rises rigidly enhancing the rim of the volcano
[Fig. 4,(g) of Ref. [25]].

Unfortunately, the experimental AT(C) corresponds to
the smallest depression while the theoretical one is the
deepest. This is due to the depression being mainly de-
termined by the silver 5s states (see Sec. IIID) which
here are retracted due to the vacancy.

Adding lateral resolution effects (which may also sim-
ulate a non-spherical tip) improves the agreement. As
an example, Fig. 7 compares the height profiles as re-
sulting form the computations (a) and convoluting with
a two-dimensional Gaussian with full with at half maxi-
mum (FWHM) of 4.7 Å (b). Several features improve the
agreement with the experiment: i) Wells become shal-
lower and wider. ii) The vacancy location (green) has a
smaller well than the short bridge. iii) The short bridge
loses the sombrero feature. Similar improvements are
obtained for the Ag(100) case without fully losing the
sombrero feature (not shown). On the other hand, for
bias voltage -1.5 V (not shown), the vacancy still shows
the deepest AT and the short bridge keeps the sombrero
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FIG. 7. (a) Height profiles for a bias voltage of 1.0 V and the
four studied locations: short bridge (SB); long bridge (LB);
hollow (H) and Ag vacancy, taken as in Fig. 6. (b) The same
profiles after convoluting with a two-dimensional Gaussian
with a FWHM of 4.7 Å.

feature which contradicts the experiment. This problem
casts doubts on the assignment of AT(C) to a fluorine
substitution. Furthermore, it remains unexplained why
the long bridge is not observed despite being energetically
more favorable than the hollow site. Another possibility
is that additional adatoms as hydrogen are playing a role.
More experimental and theoretical work is needed to re-
solve this issue.

D. Oxidation states and orbital origin of apparent
topography

To explain the transition between depression and som-
brero shapes observed in the STM topographies, it is
necessary to understand how different orbitals contribute
to the tunneling current. Here we use the formalism of
Sec. II E to link the appearance of the depression and
sombrero shape to specific orbitals. For the case of the F
adatom on the Ag(100) surface, the Wannier orbitals can
be taken as transforming like cubic harmonics, i.e., px,
py, pz and the absence of mixing among onsite orbitals
in Eq. (16) becomes exact. In less symmetric situations,
like the orbitals of an Ag next to an F adatom, Eq. (16)
is a good approximation, as the onsite mixing of 5s and
4d orbitals will be very small.
As the microscope tip scans the surface of the system,

the typical distance to the atoms is around ∼ 5 − 6 Å.
Outside the slab, the atom-centered Wannier orbitals de-
cay exponentially, indicating that at these distances, the
tip interacts with the evanescent part of the wave func-
tion. Equations (14), (18) show that significant tunneling
currents require orbitals that not only have a large con-
tribution to the PDOS but also exhibit a large spatial
extension.
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We identify DRl(ϵ) with the partial-DOS in the silver
slab obtained with VASP (Fig. 8). The zero value of
the energy corresponds to the Fermi level of the system
and, in the Tersoff-Hamann approximation, to zero bias
voltage. The largest contribution to the PDOS in the
energy range of interest (-2 to 2 eV) comes from the silver
d-orbitals. However, as we will see, these have a too short
range to contribute significantly to the current. Due to
their large bandwidth, W , s-orbitals exhibit a smaller
PDOS (∼ 1/W ). At negative bias, there is a significant
contribution from the F 2p states, a consequence of the
p shell of fluorine being full.

As a proxy of the Wannier orbitals, we will use simple
hydrogenic orbitals. We estimate the spatial extent of
the orbitals using a screened effective charge Zeff as pro-
posed in the classical work of Slater [61] and computed in
Ref. [62]. This defines the Slater radius, rS = a0n

2/Zeff ,
given by the maximum of Slater’s radial charge density,
where a0 is the Bohr radius and n is the principal quan-
tum number as in Ref. [62]. Using this approach, we
determine the values of the Slater radii to be r4dS =
0.57 Å (Z4d

eff = 14.763) and r5sS = 1.96 Å (Z5s
eff = 6.756)

for Ag 4d and 5s orbitals, respectively. The values in
parenthesis are the screened charges from Ref. [62]. De-
spite the simplicity of the approximations, these radii
compare reasonably well with Hartree-Fock (HF) val-
ues [63], which are r4dHF = 0.54 Å and r5sHF = 1.53 Å.

Assuming the adsorbed fluorine is in the 2p6 config-
uration (F–) the effective charge is not known. There-
fore, we use the insight from Ref. [64] that the Slater
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layer. The blue dots represent Ag atoms at z = y = 0
and x = ±a/2, 3a/2. The other 4 Ag atoms contribute to
the density and are placed at z = 0, x = 0, y = ±a/2 and
z = 0, x = a, y = ±a/2. The green diamond is the fluo-
rine in the hollow position. We represent the density of Ag
orbitals as the sum of the densities of the individual atoms.
For each orbital type curves correspond to a constant density

ρ0 = 10−4 Å
−3

. The gray line shows the definition of tip-
nearest neighbor Ag distance d(I) and the height z(I) in the
case in which I is determined by ρ0 in the pristine surface.
The dashed curve is the result in the case in which the planar
Ag nearest neighbor to the F loses 1/4 of an electron.

radius for the outermost orbital is approximately equal
to the ionic radius. We estimate the effective charge
as Z2p

eff = a0n
2/rexp = 1.6, with n = 2 and rexp =

1.33 Å (Ref. [65]). These estimates show that the Ag 4d
orbitals are more localized than the 5s and F 2p orbitals,
making them less likely to participate in the tunneling.
Although the F 2p orbitals are shorter range than the Ag
5s orbitals, as we shall see, this can be compensated by
the fact that F is positioned higher than the topmost Ag
layer.

We first consider the translational invariance case with-
out the F adatom. In this case, the PDOS at the different
silver atoms is identical, allowing us to drop the R label
and write Eq. (18) as

N(r, ϵ) ≈
∑
l

Dl(ϵ)ρl(r),
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FIG. 10. Plot of the density of Fig. 9 along the line x = a/2
(a) and x = 0 (b). Blue dots and green diamonds represent
the height of Ag and F atoms respectively. The x axis is per-
pendicular to the picture’s plane. Thus Ag is above and below
the picture’s plane in (a) and F is underneath the picture’s
plane in (b). The horizontal dashed line corresponds to the
constant density contours of Fig. 9.

with

ρl(r) ≡
∑
R

ρRl(r).

Figure 9 shows a contour plot of ρl(r) for silver 4d and

5s orbitals, fixing ρl(r) = 10−4 Å
−3

. We observe that
the 4d orbitals are indeed very short-ranged. This is fur-
ther illustrated in Fig. 10 (a), which shows a log plot
of the same density along z for x = a/2, where the ori-
gin corresponds to the silver position (blue dot). Despite
their large PDOS, this simple computation shows that
4d orbitals are completely irrelevant for the tunneling. It
is not always appreciated that a large PDOS does not
necessarily imply a large tunneling current, as matrix el-
ement effects (understood as all prefactors different from
the integrated PDOS) can strongly alter the picture.

Using that D5s ρR5s ≫ D4d ρR4d at the tip position
(∼ 5Å ≫ r4dS ) the local DOS at the tip can be simplified
as,

N(r, ϵ) ≈ D5s(ϵ)ρ5s(r). (22)

We now consider the fluorine adatom and its filled 2p
orbital shell. In the presence of the adatom, contributions
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FIG. 11. (a) Constant density plot (ρ = 10−4 Å
−3

) of the
contribution to the density from the 5s orbitals as in Fig. 9
but in an expanded z scale. The dashed (full) line corresponds
to the oxidized (pristine) surface. Panel (a) corresponds to an
F adatom adsorbed at the hollow site in the Ag(100) surface.
The other panels correspond to the Ag(110) surface with the
F adatom located at (b) the hollow, (c) the long-bridge, and
(d) the short-bridge site.

to the current can be present through the surface and the
adsorbate [66]. Indeed, neglecting the disturbance of the
silver orbitals (full lines in Figs. 9, 10), we see that at
the tip-relevant distance (3-6 Å), the F 2p and Ag 5s
orbitals have similar densities hinting that both contri-
butions can be important. Notice that, as anticipated,
panel (b) of Fig. 10 shows that immediately above the
fluorine the shorter range of the p orbital (green) is com-
pensated by the fact that F is displaced towards larger z
(green diamond).

For positive bias, F 2p orbitals have a small PDOS, and
the current will be dominated by the 5s states (Fig. 8).

First, we consider the Ag-tip (through surface) con-
tribution. The effect of the F adatom is to modify the
PDOS and the valence state of the silver neighbors due
to oxidation. To consider the oxidation, we assume that
1/ζ of an electron is transferred to the fluorine from the
ζ nearest neighbor silvers surrounding it, where ζ = 4
is the planar coordination number for the hollow site.
According to Slater rules [61], this should decrease the
screening of the core charges by 0.35 per electron. Thus,
we increase the positive effective charge of these Ag atoms
by 0.35/ζ. This leads to a contraction of the electronic
charge distribution, as illustrated by the dashed line in
Fig. 9. Neglecting possible changes in the PDOS, the
depression of the charge density implies a depression of
the tunneling current through Eqs. (14), (18). The zoom
in Fig. 11 (a) shows that the constant charge line retrac-
tion qualitatively mimics the depression observed in the
STM experiments. This explains the tendency to have a
depression-shaped feature for a positive bias in the mea-
surements of Ref. [25].

Panels (b)-(d) of Fig. 11 correspond to the Ag(110)
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surface for the hollow, long-, and short-bridge positions,
respectively. In all cases, the depth of the oxidation well
is proportional to the charge depletion per Ag atom sur-
rounding the F adatom. When the F adatom is in the
hollow site it removes 1/4 of an electron from the sur-
rounding Ag atoms (ζ = 4). This results in depression
depths, roughly half of the depth of the case when the
F atoms are in bridge positions and remove 1/2 of an
electron from two F atoms (ζ = 2). In DFT we find
that the charge transfer in the Ag 4d and Ag 5s orbitals
have opposite signs so the 5s charge transfer is larger in
magnitude than the total charge transfer in Table II. The
5s charge transfer is -0.036, -0.033, -0.045, -0.05 for the
Ag(100) hollow site and Ag(110) hollow, long-bridge, and
short-bridge sites respectively which is consistent with
our arguments. For example, the 4s charge transfer is
smaller in magnitude in the long-bridge than in the short-
bridge site, corresponding to a shallower depression in
Fig. 6.

1. Analytical estimate of the depression depth

It is instructive to compute analytically the factors
that determine the depression depth in the present
model. Restricting to the contribution of silver atoms,
the current is written as,

I(r, VB) ≈
4πe

h̄
|M |2Nt(0)

∑
R

GR5s(ϵ)ρR5s(r), (23)

where we used the same approximations as in Eq. (22)
and defined the cumulative DOS,

GRl(VB) =

∫ VB

0

DRl(ϵ)dϵ.

For a given measurement current I, we define the de-
pression’s depth, ∆z = z0 − z∞, as the difference be-
tween the tip height above the position of the fluorine
taken as R = 0 (i.e. x = y = 0 in Fig. 11) and the
tip height in pristine site, z∞, i.e. at the center of
a hollow site far from the F. Here and in the follow-
ing we use 0 and ∞ to label quantities at the F and
pristine sites. Furthermore, as we are interested in the
depression depth, we turn off the contribution to the
current through the F orbitals. As shown in the com-
putation of Appendix A the depression depth is deter-
mined by the constant height charge and cumulative DOS
differences, namely, ∆ρ5s ≡ ρ05s(z∞) − ρ∞5s(z∞) and
∆G5s ≡ G05s −G∞5s and reads,

∆z = −ρ∞5s

(
∂ρ05s
∂z

)−1 (
∆ρ5s
ρ∞5s

+
∆G5s

G∞5s

)
. (24)

Remarkably, matrix elements, bias voltage, and coordi-
nation number factors cancel out. This equation shows
that the reconfiguration of the nn silver wave functions
and integrated PDOS determines the depression depth.

From Fig. 8 we see that for the bias voltage range of
interest, the relative change of the integrated 5s PDOS
(i.e. the area from the Fermi level to the bias voltage in
s symmetry) is practically unchanged when comparing
the site nearest and furthest from the F atom. Even at
VB = −2 eV, ∆G5s/G∞5s ≪ 1. We therefore neglect
this term and analyze the effect of the change in the den-
sity. In Eq. (A4) we provide the expression for the charge
distribution for general hydrogenic orbitals.
With the simplifications of Appendix A, the change in

the wall depth to leading order in ∆Znl
eff and for general

hydrogenic orbitals reads,

∆z = −
(
d(I)

Znl
eff

− 3na0
2(Znl

eff)
2

)
d(I)

z(I)
∆Znl

eff , (25)

where d(I) is the tip-nn Ag distance as shown schemat-
ically in Fig. 9. ∆z < 0 represents a depression cor-
responding to a transfer of δ/ζ electron to a F−δ ion.
Within Slater rules ∆Z5s

eff = 0.35δ/ζ > 0. This simplified
orbital model predicts that the depression depth: i) is
independent of bias (assuming the bias does not affect
significantly the distance, c.f. Fig. 3 of the SI [58]); ii)
is proportional to the oxidation of the nn Ag atoms; and
iii) grows approximately linear with tip height (d ≈ z,
c.f. Fig. 9). With DFT, we find that i) is approximately
fulfilled when the effect of the F protrusion is subtracted.
For example, in Fig. 6 (r) all curves overlap in the region
away from the protrusion. A similar tendency is observed
in the experiment, for example in AT(A) shown in Fig. 4
(f) of Ref. [25] which is indeed independent of bias. Also,
within DFT the bridge sites (ζ = 2) yield deeper walls
than the hollow sites (ζ = 4) in agreement with ii). Point
iii) should be taken with a pinch of salt as it is valid away
from the oscillatory region of the wave function but the
5s states have oscillations at quite large distances [c.f.
Fig. 10 (a)]. At shorter distances, the distance depen-
dence will depend on the details of the wave function
and requires the use of the full hydrogenic expression,
instead of the asymptotic one leading to Eq. (A4).
For the presented parameters, the modeled depression

depth is smaller than the one obtained in DFT. This dis-
crepancy can be attributed to the fact that the atomic
orbitals have a decay length that is too short. Indeed,
the decay length is determined by the Ag 5s ionization
energy, which is significantly larger than the work func-
tion of silver. Adjusting Zeff so that the ionization en-
ergy coincides with the work function of silver and using
Zeff = 0.35/ζ, and z = 6 Å, Eq. (25) yields |∆z| ≈ 15, 30
pm for ζ = 4 (hollow) and ζ = 2 (bridge). These values
are close to the DFT results. Unfortunately, for these
parameters, the wave function widens and the tip falls
in the region of wave function oscillations. An expres-
sion like Eq. 24 is still valid but, as already mentioned,
the distance dependence requires detailed computations
beyond our present scope.
Regarding the sombrero shape, exactly above the fluo-

rine atom, the constant density contour of the F 2p states
protrudes beyond the surface defined by the Ag 5s con-
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FIG. 12. Height profiles with the F adatom at the short-
bridge position lowered 25 pm respect to the equilibrium po-
sition. The corresponding equilibrium computation is shown
in Fig. 6(w).

tour. According to Eq. (14), for sufficiently large negative
bias where the F 2p PDOS dominates (Fig. 8), this pro-
trusion of the F 2p density translates into a protrusion
of the apparent constant current height at the center of
the “oxidation well” described earlier. Taking both ef-
fects into account leads to the following expression for
the height of the protrusion relative to the bottom of the
depression,

∆z = −
(
G5s(VB)

G2p(VB)
ζ
∂ρ05s
∂z

+
∂ρ2p
∂z

)−1

ρ2p(z), (26)

Here, the feature explicitly depends on the bias voltage,
as found experimentally and in DFT computations. The
strength of the protrusion increases as the bias voltage
reaches regions with large F 2p-PDOS. The protrusion
becomes negligible when |G2p(VB)| ≪ |G5s(VB)| or when
the density of the evanescent wave of the 2p orbitals di-
minishes significantly compared to that of the 5s orbitals.
Therefore, the protrusion at different locations can ap-
pear when the densities are comparable at the tip dis-
tance, as illustrated in Fig. 10.

The green lines in Fig. 11 illustrate how the relative
height of the fluorine protrusion changes for the F in
the different locations of the surfaces studied. In the
simplified orbital model, this height depends only on
the geometric arrangement of atoms and the range and
local DOS of the involved orbitals. By adjusting the
height of fluorine based on DFT results, we can explain
the trends observed in the simulated STM topographies:
the short bridge shows the largest protrusion (d), while
the Ag(110) hollow case exhibits the smallest protrusion.
Conversely, the Ag(100) hollow site and the long bridge
show intermediate protrusions, consistent with Figs. 5
(g) and Figs. 6 (p)-(r). Equations (24) and (26) provide

qualitative trends for both the Ag depression and the
strength of the F protrusion.
As a practical check of the insight gained by the sim-

plified orbital model, we recompute the DFT AT for
the short-bridge site by artificially lowering the fluorine
height by 25 pm (Fig. 12). Comparing this with Fig. 6
(w), it is evident that the maximum of the protrusion
is suppressed by a similar amount, as expected from the
model. As a byproduct, this suggests that lowering the
position of the F can potentially reconcile the theoret-
ical prediction of the short bridge with the experimen-
tal observation that shows no protrusion in the AT(A).
Unfortunately, the displacement of the F is too large to
attribute it to a DFT error on the structure.

IV. SUMMARY AND CONCLUSIONS

In this work, we presented DFT computations of fluo-
rine adatoms on Ag(100) and Ag(110) surfaces to identify
the most energetically favorable adsorption sites. The
DFT energies were used to estimate the fluorine pressure
and temperature regimes to stabilize the different phases.
At typical conditions of fluorine experiments, thermody-
namics predicts bulk fluorinated phases. This does not
occur in practice because of kinetic factors such as a small
sticking coefficient combined with a finite exposure time.
The energy computations were complemented with

simulations of the AT of fluorine in different high-
symmetry locations using the Tersoff-Hamann approxi-
mation. A simplified orbital model of the topography
allowed us to interpret the DFT results.
The observation in Ref. [25] of only one kind of topog-

raphy of adatoms in the Ag(100) surface was identified
with the hollow site location being significantly more sta-
ble than the others. This hypothesis was corroborated
by simulating the STM topographies obtained from an F
adatom situated on the hollow site, finding a good agree-
ment for the trends as a function of VB with the experi-
mental results. This also agreed with the experimentally
found location using a split image method.
For the Ag(110) surface, three different ATs were ob-

served in the STM topographies of Ref. [25] for the F ad-
sorbates labeled A, B, and C in order of depression depth
and also of population. As an order of magnitude, the
population ratios are compatible with equilibrium Boltz-
mann factors at experimental temperatures and differ-
ences in energies of the order of <∼ 60 meV. DFT predicts
energy differences of the same order for the three lowest
energy locations. This makes it tempting to assign these
locations to the observed AT. Indeed, using the split im-
age method, the short bridge, which is the more stable
location, was attributed [25] to AT(A) and the hollow
site to AT(B). However, the long bridge which is the sec-
ond more stable location was not reported and instead
AT(C) was reported to correspond to a top position. A
fluorine adatom occupying a surface vacancy may explain
the top site location. The AT has some similarities with
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the experimental one in that it presents a volcano shape
and a similar bias dependence. However, the well is sub-
stantially deeper than the experiment.

Another important difference with the experiment is
that the short bridge in DFT showed the switch from de-
pression to sombrero, whereas the experiment for AT(A)
did not show it. This may be due to a DFT error on the
height of the fluorine in relation to the silver neighbors.
Another possibility is that DFT overestimates the decay-
ing length of the 2p orbital. For example, self-interaction
errors [67] tend to yield larger decay lengths. In contrast,
if the orbital were more localized the protrusion would be
buried in the Ag depression. Still another possibility is
that the F does not occupy a high symmetry position, as
assumed, but is displaced laterally from the short bridge
position lowering the height.

The simulations underestimated the lateral size of the
wells and overestimated the depth. This issue was at-
tributed to the various simplifications of the Tersoff-
Hamann approximation. Furthermore, lateral resolution
effects, inherent to the tip shape can play an important
role in these problems. We hope the present results will
stimulate more theoretical and experimental work to shed
light on the AT(C) assignment and the bias dependence
of AT(A).

We have introduced a simplified orbital model that
provides an intuitive understanding of the ATs and al-
lows us to link them to important parameters of the ad-
sorption and the reaction occurring on the surface. Using
a simple estimate for the orbital extension based on the
classical work by Slater we argued that the evanescent
wave of F 2p and Ag 5s orbitals have similar strength
at the typical tip distance. Thus, two different features
associated with these orbitals, namely the protrusion (F
2p) and/or the depression (Ag 5s) can appear depending
on the parameters. The depression is attributed to the
oxidation of the nearby Ag atoms by F. This produces a
decrease of the screening charge in Ag and a contraction
of the 5s orbitals which appears as an apparent topo-
graphic depression. The protrusion is attributed to the
filled 2p orbitals of the F– ion. This explains why the
protrusion tends to appear at the occupied part of the
spectrum (negative bias).

From a broader perspective, the present orbital model
provides a clue to understanding the ATs, offering a com-
plementary approach to other methods that do not focus
on orbitals [26–28]. This approach may prove useful not
only in the present context but also in any system where
detailed surface chemistry information is needed [1–3, 5–
16, 68–71]. Indeed, the model suggests that STM can be
used to evaluate the local valence of metallic ions which
can have a wide range of applications. For example, STM
studies of catalytic reactions [68–71] can greatly benefit
from local chemical information. More theoretical and
experimental work is needed to explore this idea in dif-
ferent situations. In particular, this calls for systematic
STM studies combined with techniques that give access
to chemical information in transition metals exposed to

halogens and chalcogens.
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Appendix A: Computation of the depression depth

Here we present a computation of the apparent depres-
sion depth in terms of the simplified model. As in the
main text, we use 0 and ∞ to label quantities at the F
and pristine sites, respectively (e.g. I0(z) ≡ I(z)|x=y=0,
etc.).
We can restrict the sum in Eq. (23) to the ζ planar

nearest neighbor (nn) of the F adatom. They contribute
the same density and have the same cumulative DOS at
x = y = 0 namely, ρ05s(z) and G05s, and analogously for
the pristine site. With these definitions, the current at
both sites reads,

I0(z0, VB) ≈ 4πe

h̄
|M |2Nt(0)ζG05s(VB)ρ05s(z0),(A1)

I∞(z∞, VB) ≈ 4πe

h̄
|M |2Nt(0)ζG∞5s(VB)ρ∞5s(z∞).(A2)

We next expand the current in the fluorine site to linear
order in the wall height, i.e. I0(z0, VB) = I0(z∞, VB) +
(∂I0/∂z)∆z and define the constant height differences
∆I(z∞, VB) = I0(z∞, VB) − I∞(z∞, VB), etc. Keeping
only linear terms in the variations one obtains,

∆ I(z∞, VB) ≈
4πe

h̄
|M |2Nt(0)ζ (A3)

× [∆G5s(VB)ρ∞5s(z∞) +G∞5s(VB)∆ρ5s(z∞)] .

Imposing the condition of constant current,
I0(z0, VB) = I∞(z∞, VB), defines the variation of
height ∆z due to the presence of the F and leads to
Eq. (24).
To evaluate the equation we need the distance depen-

dence of the charge. We evaluate this quantity using
hydrogenic wave functions and assuming that the main
factor determining the change in ρ05s is the change of
the Ag oxidation state due to the charge transfer to the
F atom. Other effects, such as the deformation of the
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atomic cloud due to the presence of the F– ion, are ne-
glected. We provide the expression of the charge for gen-
eral hydrogenic orbitals. For large distances, the hydro-
genic charge distribution can be written as [61],

ρnl(r) = 2(2l + 1) (A4)

×
(
2rZnl

eff

na0

)2n−2 (
Znl
eff

a0

)3
exp(−2rZnl

eff/na0)

πn4(n− l − 1)!(l + n)!
.

Performing the derivative and inserting the expressions
in Eq. (24) leads to Eq. (25).
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