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Abstract

We consider the Toda system on a compact surface (Σ, g) −∆u1 = 2ρ1
(

h1e
u1´

Σ h1e
u1dVg

− 1
)
− ρ2

(
h2e

u2´
Σ h2e

u2dVg
− 1
)
− 4π

∑J
j=1 α1j

(
δpj − 1

)
−∆u2 = 2ρ2

(
h2e

u2´
Σ h2e

u2dVg
− 1
)
− ρ1

(
h1e

u1´
Σ h1e

u1dVg
− 1
)
− 4π

∑J
j=1 α2j

(
δpj − 1

) ,

where hi are smooth positive functions, ρi are positive real parameters, pj are given
points on Σ and αij are numbers greater than −1.
We give existence and multiplicity results, using variational and Morse-theoretical meth-
ods. It is the first existence result when some of the αij ’s are allowed to be negative.

1 Introduction

Let Σ be a compact surface without boundary and g a Riemannian metric on Σ. The
SU(N + 1) Toda system is the following system of elliptic PDEs:

−∆ui =

N∑
j=1

aijρj(hje
uj − 1), i = 1, . . . , N (1)

where ∆ = ∆g is the Laplace-Beltrami operator, ρi are positive real parameters, hi are
smooth positive functions and A = (aij)ij is the Cartan matrix of SU(N + 1)

2 −1 0 · · · 0

−1 2
. . .

. . .
...

0
. . .

. . .
. . . 0

...
. . .

. . . 2 −1
0 · · · 0 −1 2


.

The Toda system has been widely studied due to its great importance in both geometry
and mathematical physics: in geometry, it arises in the description of holomorphic curves
in CPN (see e.g. [9, 11, 17]), whereas in mathematical physics it is a model for non-abelian
Chern-Simons vortices theory (see [22, 41, 44]).
It is not restrictive to suppose the total area |Σ| of Σ to be equal to 1; therefore, integrating
(1) on Σ, we deduce that any solution verifies

ˆ
Σ

hie
uidVg = 1 ∀ i = 1, . . . , N,
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hence the system (1) is equivalent to

−∆ui =

N∑
j=1

aijρj

(
hje

uj´
Σ
hjeujdVg

− 1

)
, i = 1, . . . , N

which has the advantage of being invariant by addition of constants.

A variant of this system is given by adding in the right-hand side a linear combination of
Dirac deltas centered at points of Σ.
This variant has still applications in mathematical physics and geometry. In the former,
it arises in gauged self-dual Schrödinger equations (see [44]), where the supports of Dirac
deltas represent the “vortices” of the wave function, that is the points where it vanishes.
In the latter, it is related to the study of holomorphic curves with ramifications: here, the
ramificated points are the centers of the Dirac deltas and the ramification index is given by
the coefficient multiplying the delta.
In particular, in this paper we will consider the SU(3) Toda system with singularities −∆u1 = 2ρ1

(
h1e

u1´
Σ
h1eu1dVg

− 1
)
− ρ2

(
h2e

u2´
Σ
h2eu2dVg

− 1
)
− 4π

∑J
j=1 α1j

(
δpj − 1

)
−∆u2 = 2ρ2

(
h2e

u2´
Σ
h2eu2dVg

− 1
)
− ρ1

(
h1e

u1´
Σ
h1eu1dVg

− 1
)
− 4π

∑J
j=1 α2j

(
δpj − 1

) . (2)

To better describe the main properties of this system, let us perform a change of variables.
Consider the Green function Gp of the Laplace operator centered at a point p ∈ Σ, that is
the solution of {

−∆Gp = δp − 1´
Σ
GpdVg = 0

,

and apply the change of variables

ui → ui + 4π

J∑
j=1

αijGpj . (3)

Then problem (2) transforms into the following:
−∆u1 = 2ρ1

(
h̃1e

u1´
Σ
h̃1eu1dVg

− 1

)
− ρ2

(
h̃2e

u2´
Σ
h̃2eu2dVg

− 1

)
−∆u2 = 2ρ2

(
h̃2e

u2´
Σ
h̃2eu2dVg

− 1

)
− ρ1

(
h̃1e

u1´
Σ
h̃1eu1dVg

− 1

) . (4)

Here, the functions h̃i are defined by

h̃i = hie
−4π

∑J
j=1 αijGpj , i = 1, 2,

therefore they verify {
0 < h̃i ∈ C∞

(
Σ\
⋃J
j=1 pj

)
h̃i ∼ d(·, pj)2αij near pj

,

hence h̃i has a singularity at pj if αij < 0 and it has a zero at pj if αij > 0.

Problem (4) has a variational formulation, that is its solutions are the critical points of the
Euler-Lagrange functional defined by

Jρ(u) =

ˆ
Σ

Q(u)dVg −
2∑
i=1

ρi

(
log

ˆ
Σ

h̃ie
ui−

´
Σ
uidVgdVg

)
, (5)
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with ρ = (ρ1, ρ2), u = (u1, u2) and Q(u) is given by

Q(u) =
1

3

(
|∇u1|2 +∇u1 · ∇u2 + |∇u2|2

)
,

where ∇ = ∇g is the gradient given by the metric g and · denotes the Riemannian scalar
product.
A first tool to study the structure of the functional Jρ is given by the following Moser-
Trudinger inequality, which was proved in [7] (and, for the regular case, in [27]):

2∑
i=1

min

{
1, 1 + min

j
αij

}(
log

ˆ
Σ

h̃ie
ui−

´
Σ
uidVgdVg

)
≤ 1

4π

ˆ
Σ

Q(u)dVg + C. (6)

This inequality implies boundedness from below whenever ρi ≤ 4πmin

{
1, 1 + min

j
αij

}
for

both i = 1, 2 and coercivity (up to addition of constants) if both ρi’s are strictly smaller,
therefore in this case (4) has a minimizing solution. On the other hand, in the same papers it
is shown, through suitable test functions, that Jρ is unbounded from below for greater values
of ρi, so one can no longer find critical points through minimization techniques.

The first main result of this paper is about existence of solutions on surfaces with positive
genus and arbitrarily signed vortices.
Before stating it, let us apply a change of notation about the singular points and their
singularities. Since we will suppose to have max{α1j , α2j} ≥ 0, we can divide the singular
points into three categories, depending on whether the first component, the second component
or none of them has a negative singularities on it. We also consider, alongside the multi-
indices α1, α2, two sub-indices α̃1, α̃2 which take account only of the negative αij ’s, and we
order them in such a way that they are not decreasing.
Precisely, we write

{p1, . . . , pJ} = {p01, . . . , p0L0
, p11, . . . , p1L1

, p21, . . . , p2L2
}

with pj = pil for some i = 1, 2, l = 1, . . . , Li if and only if α̃il := αij < 0 and α̃i1 ≤ · · · ≤ α̃iLi .

Theorem 1.1.
Suppose Σ has positive genus and max{α1j , α2j} ≥ 0 for any j = 1, . . . , J . Then, there exists
a closed set Λ ⊂ R2

+ with zero Lebesgue measure such that for any ρ = (ρ1, ρ2) 6∈ Λ which
satisfies

4π

(
Ki +

∑
l∈Ii

(1 + α̃il)

)
< ρi < 4π

Ki +
∑

l∈Ii∪{1}

(1 + α̃il),

 i = 1, 2 (7)

for some Ki ∈ N and Ii ⊂ {2, . . . , Li} the problem (4) admits at least one solution.

In the last section we will give some examples to clarify the meaning of condition (7).

Theorem 1.1 is, up to our knowledge, the first existence result for the singular Toda system
with arbitrarily signed vortices. A recent paper [6] gives a general existence result for (2)
when αij ≥ 0 and g(Σ) > 0, and there are some other partial existence results for the regular
case, i.e. with upper bounds on one or both of the ρi’s ([34, 36]).
Removing the hypothesis of non-negativity of the vortices reduces the similarities with the
regular case - for instance the best constant in the Moser-Trudinger inequality (6) is no longer
the same - thus increasing the difficulty of the problem.

3



This issue also arose clearly in the study of the scalar counterpart of (2), that is the singular
Liouville equation

−∆u = 2ρ

(
heu´

Σ
heudVg

− 1

)
− 4π

J∑
j=1

αj
(
δpj − 1

)
.

which, by a trick similar to (3), is equivalent to

−∆u = 2ρ

(
h̃eu´

Σ
h̃eudVg

− 1

)
. (8)

Equation (8) is also very important in both geometry and mathematical physics: it arises
in the problem of prescribed Gauss curvature on surfaces with conical singularities and it
appears in some models in Chern-Simons theory. It has been widely studied in literature,
with many results on existence, compactness of solutions etc., which have been reviewed in
[33, 42].
In the scalar case, general existence results have been found in the case of positive genus
and non-negative vortices, both through variational and Morse-theoretical methods [1] and
through the computation of the Leray-Schauder degree [15]. On the other hand, when the
coefficients αj may attain negative values, the existence or non-existence of solutions depends
on ρ and on the αj ’s ([12, 13]), as well as for the general case of the sphere ([2, 35]).

In this paper, we also give a generic multiplicity result for the problem (4), using Morse
theory. Basically, the more are the couples (K, I) which satisfy (7), the higher the number
of solution is.

Theorem 1.2.
Suppose the hypotheses of Theorem 1.1 hold, and suppose that for i = 1, 2 there exist Hi,Ki1, . . . ,KiHi ∈ N
and Ii1, . . . , IiHi ⊂ {2, . . . , Li} such that any h = 1, . . . ,Hi verifies

4π

(
Kih +

∑
l∈Iih

(1 + α̃il)

)
< ρi < 4πmin

Kih +
∑

l∈Iih∪{1}

(1 + α̃il),Kih + 1 +
∑

l∈Iih\{max Iih}

(1 + α̃il)

 .

Then, there exists a dense open set of D ⊂M2(Σ)× L∞(Σ)2 such that if (g, h1, h2) ∈ D,
then the problem (4) has at least

∑
h1,h2

K1h1 + |I1h1 |+
[
−χ(Σ)

2

]
|I1h1

|+
[
−χ(Σ)

2

]
K2h2 + |I2h2 |+

[
−χ(Σ)

2

]
|I2h2

|+
[
−χ(Σ)

2

]


solutions, where M2(Σ) is the space of Riemannian metrics on Σ endowed with the C2

topology and square brackets denote the integer part of a real number.

We stress that, up to our knowledge, there is no previous multiplicity result for the Toda
system, even in the regular case. For the Liouville equation multiplicity results have been
obtained using both Morse theory ([1, 18]) and topological degree ([14, 15]).
In particular, the multiplicity result for the case of non-negative singularities has a quite
simpler form, which is summarized in the following corollary:
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Corollary 1.3.
Suppose g(Σ) > 0, αij ≥ 0 for all i, j and

ρ ∈ (4K1π, 4(K1 + 1)π)× (4K2π, 4(K2 + 1)π)\Λ.

Then, for a generic choice of the data (as in Theorem 1.2) the problem (4) admits at leastK1 +
[
−χ(Σ)

2

]
[
−χ(Σ)

2

]
K2 +

[
−χ(Σ)

2

]
[
−χ(Σ)

2

]


solutions.

The same arguments of Theorems 1.1 and 1.2 can also be applied in a couple of other cases.
First of all, considering again surfaces with positive genus, we can remove the hypotheses
max{α1j , α2j} ≥ 0 if we suppose at least one of the parameter ρi to be small enough, that
is for instance if ρ2 < 4π(1 + α2j) for all j’s such that both α1j and α2j are negative (hence,
in particular, if it satisfies the coercivity condition for (6)).
Moreover, on surfaces of arbitrary genus, we can obtain a similar result concerning both
existence and multiplicity of solutions if we assume both ρ1 and ρ2 to satisfy the upper
bound stated before.
In both cases, we will again consider points p0l, p1l, p2l and sub-indices α̃1, α̃2 as before,
though considering only the negative αij ’s which can be attained in the restricted range of
ρi, that is α2j < α̂2 in the former case and αij < α̂i for both i in the latter case, where

α̂i := inf{αij : max{α1j , α2j} < 0}. (9)

Theorem 1.4.
Suppose g(Σ) > 0 and that ρ ∈ R2

+\Λ verifies ρ2 < 4π(1 + α̂i), with α̂i as in (9), and

4π

(
K +

∑
l∈I1

(1 + α̃1l)

)
< ρ1 < 4π

K +
∑

l∈I1∪{1}

(1 + α̃1l)


4π
∑
l∈I2

(1 + α̃2l) < ρ2 < 4π
∑

l∈I2∪{1}

(1 + α̃2l) (10)

for some K ∈ N and Ii ⊂ {1, . . . , Li}. Then, the problem (4) admits at least a solution.
If moreover the condition (10) is satisfied by I21, . . . , I2H2 and there exist H1,K1, . . . ,KH1 ∈ N
and I11, . . . , I1H1

⊂ {2, . . . , L1} satisfying, for any h = 1, . . . ,H1,

4π

(
Kh +

∑
l∈I1h

(1 + α̃1l)

)
< ρ1 < 4πmin

Kh +
∑

l∈I1h∪{1}

(1 + α̃1l),Kh + 1 +
∑

l∈I1h\{max I1h}

(1 + α̃1l)

 ,

then a generic choice of data yields at least

H2

∑
h

Kh + |I1h|+
[
−χ(Σ)

2

]
|I1h|+

[
−χ(Σ)

2

]


solutions.

Theorem 1.5.
Suppose ρ ∈ R2

+\Λ verifies ρi < 4πmin{1, 1 + α̂i} for both i = 1, 2 and

4π
∑
l∈Ii

(1 + α̃il) < ρi < 4π
∑

l∈Ii∪{1}

(1 + α̃il), i = 1, 2
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for some Ii ⊂ {2, . . . , Li}. Then, the problem (4) admits at least a solution. Moreover, if
the above condition is verified for I11, . . . , I1H1

and I21, . . . , I2H2
, then a generic choice of

initial data yields at least H1H2 solutions.

The set Λ in the statement of Theorem 1.1 can be explicitly written as a union of straight
lines and points in dependence of the αij (see the next section) and it arises in the study of
compactness and blow-up of solutions of (4). This has been one of the major difficulties in
attacking both (4) and (8).
In the scalar case, quantization results have been given (see [10, 28, 29] for the regular and
[3, 4, 5] for the singular case): a sequence {un}n∈N of solutions of (8) which blows up at a
regular point p 6∈ {p1, . . . , pJ} satisfies

lim
r→0

lim
n→+∞

ˆ
Br(p)

h̃eundVg = 4π,

whereas if it blows up at pj it verifies

lim
r→0

lim
n→+∞

ˆ
Br(pj)

h̃eundVg = 4π(1 + αj).

Much is also known about the blow-up behavior of the regular Toda system.
In [26] it was proved that there are basically three different blow-up scenarios. The first
occurs when only one component ui is blowing up: in this case the quantization values for
the two components are (4π, 0) or (0, 4π). If both components blow up at different rates of
concentration, the quantization values are (8π, 4π) (respectively (4π, 8π)), whereas if the two
components blow up at the same rate it is (8π, 8π). In [23, 38] it was shown that all these
cases are actually possible.
In the presence of singularities, the expected corresponding quantization values at a singular
point pj would be respectively

(4π(1 + α1j), 0), (0, 4π(1 + α2j)), (4π(1 + α1j), 4π(2 + α1j + α2j))

(4π(2 + α1j + α2j), 4π(1 + α2j)), (4π(2 + α1j + α2j), 4π(2 + α1j + α2j)).

Blow-up phenomena for (4) have been investigated in [30]: the authors showed that only a
finite number of blow-up values are allowed, including the five above (see the next section
for details). However, it is an open problem whether these values indeed occur or whether
they can be excluded as well.

Let us see now the role played by the study of sub-levels of the energy functional for the
existence of solutions for (4).
Concerning the scalar Liouville equation (8), the Euler functional

Iρ(u) =
1

2

ˆ
Σ

|∇u|2dVg − 2ρ log

ˆ
Σ

h̃eu−
´
Σ
udVgdVg (11)

is bounded from below if and only if ρ ≤ 4πmin

{
1, 1 + min

j
αj

}
and it is coercive if and only

if ρ is smaller, as follows from the inequalities in [24, 37, 43].
To study variationally the problem for higher values of the parameter ρ, a first clue was
given by Chen and Li [16], who showed that Iρ is bounded from below under the assumption

of some spreading of the (L1-normalized) function h̃eu. Improving their result, Djadli [20]
and Malchiodi [32] gave a general existence result for the regular case of (8) by showing,
when ρ ∈ (4Kπ, 4(K + 1)π), a homotopy equivalence between the low sub-levels of Iρ and
the non-contractible set of formal barycenters on Σ

ΣK :=

{
K∑
k=1

tkδxk ; xk ∈ Σ, tk ≥ 0,

K∑
k=1

tk = 1

}
. (12)

6



An extension of this was later given by Carlotto and Malchiodi [13] who considered the Li-
ouville equation with non-positive singularities. The authors extended the notion of formal
barycenters by defining a sort of weighted ones on Σ: since the constant in Moser-Trudinger
inequality worsens near the singularities, they redefined the set (12) in such a way that
the points pj are somehow “lighter” than regular ones, proportionally to the respective co-
efficient αj . They defined the weight of a finite set of Σ with respect to the multi-index
α = (α1, . . . , αJ) as

J = {q1, . . . , qK , pj1 , . . . , pjL} ⇒ χα(J ) = K +

L∑
l=1

(1 + αjl) (13)

Σρ,α =

{∑
xk∈J

tkδxk ; xk ∈ Σ, tk ≥ 0,
∑
xk∈J

tk = 1, 4πχα(J ) < ρ

}
. (14)

They showed that the homology groups of Σρ,α are mapped invectively into the ones of Iρ’s
sub-levels. However, the topological structure of the weighted barycenters depends heavily
on the parameters ρ and αj ’s and it can be much more complicated than in the regular case;
this is discussed in [12].

Concerning the regular Toda system, the argument in [20, 32] was adapted in [34] to the case
of ρ1 < 4π and ρ2 ∈ (4Kπ, 4(K + 1)π), since the second component has the same concentra-
tion behavior which occurs in the scalar case.
If instead both parameters are supercritical, both components can concentrate, thus inter-
acting in a definitely non-trivial way, as discussed in [36] for ρ ∈ (4π, 8π)2.
Another difficulty which might arise in the singular case is the concentration around positively-
signed vertices. The presence of singularities affects significantly the bubbling behavior but
at the same time it would make no sense to assign them a different weight from the regular
points, since they make no difference for what concerns the constants in the Moser-Trudinger
inequality.
To overcome these difficulties, we adapt a topological argument from [1, 6]. Since we suppose
Σ neither being homeomorphic to S2 nor to RP2, we can take two bouquets of circles γ1, γ2

(that is, two collection of circles glued each around a single point) such that Σ can retract on
each of them through continuous maps Π1,Π2. For our purpose, we choose γ1 containing all
the points p11, . . . , p1L1 (using the same notation as in Theorem 1.1) and none of the other
singular points, and in the same way we choose γ2 containing, among the singular points, all
and only the p2l’s.
If we are under the hypotheses of Theorem 1.4, by the different way we defined the points pil,
there might still be concentration of both components around the same negative singularity,
but this is actually excluded by assuming ρ2 < 4π(1 + α2j).
The same difficulties can be similarly avoided, in Theorem 1.5, even in the zero-genus case.
In fact, thanks to the hypothesis ρ1, ρ2 < 4π, as in Theorem 1.5, each component can con-
centrate only around negative singularities, so the interaction does not occur because we also
assumed ρi < 4π(1 + α̂i).
Putting together arguments from [6, 13, 34, 36] we show that if Jρ(u) is sufficiently low, then

for one or both i = 1, 2, h̃ie
ui is arbitrarily close (in some sense which will be better specified

in the next sections) to the set Σρi,α̃i , defined as (14) with multi-index α̃i = (α̃i1, . . . , α̃iLi).
Therefore, it is possible to map continuously low sub-levels of Jρ on one or both the Σρi,α̃i ’s
and, through the retractions Πi’s, on (γi)ρi,α̃i .
To express the fact that only one or both mappings can be built, as in [6] we introduce the
topological join (γ1)ρ1,α̃1

? (γ2)ρ2,α̃2
: the topological join X ? Y of two sets X and Y is basi-

cally the product X × Y × [0, 1] with the endpoints X × Y × {0} and X × Y × {1} collapsed
respectively on X × {0} and Y × {1}.
Therefore, we are able to define a projection Ψ from low sub-levels of Jρ to the join (γ1)ρ1,α̃1

? (γ2)ρ2,α̃2
.

On the other hand, we can also build a map Φ from the join of the weighted barycenter sets

7



to arbitrarily low sub-levels of Jρ through suitable test functions.
The composition Ψ ◦ Φ is homotopically equivalent to the identity on the join of the barycen-
ters, so the homology groups of Jρ’s sub-levels contain a copy of the ones of the join. Finally,
since we can express with a simple formula the homology of A ? B in terms of the homology
of A and B, we deduce non-contractibility of low sub-levels for suitable values of ρi and αij .
To conclude the proof of the existence result, we would need a Palais-Smale-like compactness
condition. Palais-Smale condition is not known to hold for Jρ but for a dense set of the
parameters ρ bounded Palais-Smale sequences exist, as follows from [40]. Therefore, we ob-
tain existence of solution for ρ belonging to a dense set; the compactness of solutions (which
follows from assuming ρ 6∈ Λ) permits to extend the existence result to any admissible ρ.

To get a multiplicity result, we use the weak Morse inequalities, which relate the number of
critical points to the homology groups.
In particular, we get that the total number of solutions of (4), that is the critical points of
Jρ, is greater or equal to the Betti numbers of Jρ’s low sub-levels.
By the above analysis, the latter will be greater or equal to the ones of (γ1)ρ1,α̃1

? (γ2)ρ2,α̃2
,

which can be estimated from below using the Mayer-Vietoris exact sequence.
The fact that Jρ is a Morse function for a generic choice of g, hi, pj and αij follows by arguing
as in [1, 18].

In Section 2 we introduce some notation and some preliminary results which will be used
later on. In Section 3 we build the map Φ from the join of the weighted barycenter sets
to low sub-levels of Jρ. Section 4 is devoted to the study of the variational structure of Jρ
and to obtaining improved Moser-Trudinger inequalities; the latter results will be needed
to construct the map Ψ from sub-levels of Jρ to (γ1)ρ1,α̃1

? (γ2)ρ2,α̃2
and to prove that the

composition with Φ is homotopically equivalent to the identity, which is done in Section 5.
In Section 6 we study the topology and the homology of the set of weighted barycenters.
Finally, in Section 7 we see some examples and we put together the result obtained to prove
the existence and multiplicity results.

2 Notation and preliminaries

In this section we will provide some notation and some known preliminary results which we
will need later.
The indicator function of a set Ω ⊂ Σ will be denoted as

1Ω(x) =

{
1 if x ∈ Ω
0 if x 6∈ Ω

Given two points x, y ∈ Σ, we will denote the metric distance between them on Σ as d(x, y).
In the same way, for any two subsets Ω,Ω′ ⊂ Σ we will denote:

d(x,Ω) := inf{d(x, y) : y ∈ Ω}, d(Ω,Ω′) := inf {d(x, y) : x ∈ Ω, y ∈ Ω′} .

We will denote as DΣ the diameter of Σ

DΣ := sup{d(x, y) : x, y ∈ Σ}.

The symbol Br(p) will stand for the open metric ball centered at p and having radius r. We
will similarly use the notation Br(Ω) for a subset Ω ⊂ Σ:

Br(Ω) := {x ∈ Σ : d(x,Ω) < r}.
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Given a function u ∈ L1(Σ) and a measurable set Ω ⊂ Σ, we denote the average of u on Ω as

ˆ
Ω

udVg =
1

|Ω|

ˆ
Ω

udVg

The symbol u will stand for the average of u on Σ; since we assume |Σ| = 1, we can write

u =

ˆ
Σ

udVg =

 
Σ

udVg.

We will denote the subset of functions in H1(Σ) having null average as

H
1
(Σ) :=

{
u ∈ H1(Σ) : u = 0

}
.

Notice that, since the functional Jρ defined in (5) is invariant by addition of constants, it

will not be restrictive to study it on H
1
(Σ)2 rather than on H1(Σ)2.

The sub-levels of Jρ, which, as anticipated, will play and essential role throughout the whole
paper, will be denoted as

Jaρ =
{
u ∈ H1(Σ)2 : Jρ(u) ≤ a

}
.

For a continuous map f : Σ→ Σ and a measure µ ∈M(Σ), we define the push-forward of µ
with respect to f the measure defined by

f∗µ(B) = µ
(
f−1(B)

)
.

If µ has finite support, its push-forward has a particularly simple form:

µ =

K∑
k=1

tkδxk ⇒ f∗µ =

K∑
k=1

tkδf(xk).

We will use the symbol X ' Y to mean that two topological spaces X and Y are ho-
motopically equivalent. We will consider the composition of two homotopy equivalence
H1 : X × [0, 1]→ Y , H2 : Y × [0, 1]→ Z, that is the map H2 ∗H1 : X × [0, 1]→ Z defined
by

H2 ∗H1 : (x, s)→
{
H1(x, 2s) if s ≤ 1

2
H2(x, 2s− 1) if s > 1

2

.

The identity map on X will be denoted by IdX . Given a topological space X we will denote
its qth homology group with coefficients in Z as Hq(X). Isomorphisms between homology

group will be denoted just by the equality sign. We will denote as H̃q(X) the q-th reduced
homology group with coefficients in Z, that is

H0(X) = H̃0(X)⊕ Z, Hq(X) = H̃q(X) if q 6= 0

The symbol βq(X) will stand for the q-th Betti number of X, that is βq(X) = rank(Hq(X)).

As before, β̃q(X) will stand for the dimension of H̃q(X), therefore it will coincide with the

usual definition of Betti number with the exception of β̃0(X) = β0(X)− 1. For a subspace
Y ⊂ X, the q-th relative homology group (with coefficients in Z) will be denoted by Hq(X,Y )
and βq(X,Y ) will be the relative Betti numbers.
If Jρ is a Morse function, we will denote as Cq(a, b) the number of critical points u of Jρ with
Morse index q satisfying a ≤ Jρ(u) ≤ b. The total number of critical points of index q will
be denoted as Cq; in other words, Cq := Cq(+∞,−∞).

Throughout all the paper we will denote by C large constants which can vary among different
lines or formulas. To stress the dependence of C on some parameter we will add subscripts
such as Cα and so on.
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We will use the symbol oα(1) to denote quantities which tend to 0 as α goes to 0 or to +∞
and we will similarly write Oα(1) for bounded quantities. The subscript will be omitted when
it is evident from the context.
In a similar way, we will use the symbol fα ∼α gα, or simply ∼, to express that the ratio
between fα and gα is bounded by a positive constant both from above and below when α

goes to 0 or +∞. In other words, this means that log
fα
gα

= Oα(1).

Now we recall the Moser-Trudinger inequality for the Liouville equation and the Toda system
and their immediate corollaries.

Theorem 2.1. ([24], Theorem 1.7; [37], Theorem 2; [43], Corollary 9)
For any u ∈ H1(Σ) it holds

log

ˆ
Σ

h̃eu−udVg ≤
1

16πmin{1, 1 + minj αj}

ˆ
Σ

|∇u|2dVg + C. (15)

In other words, the functional Iρ defined in (11) is bounded from below if and only if ρ ≤ 4πmin

{
1, 1 + min

j
αj

}
.

Corollary 2.2.

The functional Iρ is coercive on H
1
(Σ) if and only if ρ < 4πmin

{
1, 1 + min

j
αj

}
. If this

occurs, then it has a global minimizer u which solves (8).

Theorem 2.3. ([7], Theorem 1.1; [27], Theorem 1.3)
Inequality (6) holds. In other words, the functional Jρ is bounded from below on H1(Σ)2 if

and only if ρi ≤ 4πmin

{
1, 1 + min

j
αij

}
for i = 1, 2.

Corollary 2.4.

The functional Jρ is coercive on H
1
(Σ)2 if and only if ρi < 4πmin

{
1, 1 + min

j
αij

}
for

i = 1, 2. If this occurs, then it has a global minimizer u which solves (4).

To overcome some difficulties of the problem, we will need a simple but essential topological
result.

Lemma 2.5.
Let Σ be a compact surface with χ(Σ) ≤ 0. Then, there exist two curves γ1, γ2, each of which

is homeomorphic to a bouquet of 1 +

[
−χ(Σ)

2

]
circles and two global projections Πi : Σ→ γi

such that (using the same notation as in Theorem 1.1):

• γ1 ∩ γ2 = ∅.

• pil ∈ γi for all l ∈ {1, . . . , Li}, i = 1, 2.

• p0l 6∈ γi for all l ∈ {1, . . . , L0}, i = 1, 2.
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Σ

γ1

γ2

p01

p02

p03

p11

p12

p21

Figure 1: The curves γi

The proof of this lemma is quite intuitive and can be easily seen in Figure 1.
If Σ = Tg is a g-torus, two retractions on disjoint bouquets of g circles can be easily built as
for instance in [1]. One can argue similarly with a connected sum Σ = P2k of an even number
of copies of the projective plane, since this is homeomorphic to a connected sum of a Tk−1

and a Klein bottle, which in turn retracts on a circle; therefore, Pk retracts on two disjoint
bouquets of k circles. If instead Σ is a connected sum of an odd number of projective planes,
one can argue as before setting the retractions constant on the last copy of P.
Notice that in all this case one has

g = 1 +
−χ(Tg)

2
, k = 1 +

−χ
(
P2k
)

2
= 1 +

[
−χ
(
P2k+1

)
2

]

Finally, with a small deformation, the curves γi can be assumed to contain all the points pil
and they will not contain any of the other singular points. We can apply those deformations
to γ1 without intersecting γ2 (or vice versa) because Σ\γ2 is pathwise connected.
The (non-weighted) barycenters on objects like γi have been considered in [1] and their ho-
mology groups have been computed.

Proposition 2.6. ([1], Proposition 3.2)
Let γ be a bouquet of g circles. Then, its barycenter sets verify

H̃q

(
γK
)

=

{
Z(K+g−1

g−1 ) if q = 2K − 1
0 if q 6= 2K − 1

.

As mentioned in the introduction, we will have to deal with the set of weighted barycenters
Σρ,α on Σ defined by (14). This is a subset of the space of the Radon measures M(Σ) on Σ
and it will be endowed with the Lip′ norm, that is the norm of the dual space of Lipschitz
functions:

‖µ‖Lip′(Σ) := sup
φ∈Lip(Σ),‖φ‖Lip(Σ)≤1

∣∣∣∣ˆ
Σ

φdµ

∣∣∣∣ .
We will denote as dLip′ the corresponding distance.
The choice of this topology is somehow natural, since for any x, y ∈ Σ it holds dLip′(δx, δy) ∼ d(x, y).
Therefore, a copy of Σ is homeomorphically embedded in any Σρ,α and Σ1 is homeomorphic
to Σ.
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When a measure is Lip′-close to an element of Σρ,α, it can be mapped onto this set, as proved
in [13]:

Lemma 2.7. ([13], Lemma 3.12)
For any ρ ∈ R, α = (α1, . . . , αJ) there exist ε0 > 0 and a continuous retraction

ψρ,α : {µ ∈M(Σ); dLip′(µ,Σρ,α) < ε0} → Σρ,α

In particular, if µn ⇀
n→∞

σ for some σ ∈ Σρ,α, then ψρ,α(µn) →
n→∞

σ.

At some point we will be under the assumptions of Lemma 2.7 for the function

fi,u :=
h̃ie

ui´
Σ
h̃ieuidVg

, (16)

for one or both i = 1, 2.
To express this alternative it will be useful to introduce the topological join of two sets X
and Y , that is

X ? Y :=
X × Y × [0, 1]

∼
where ∼ is the identification given by

(x, y, 0) ∼ (x, y′, 0) ∀x ∈ X, ∀ y, y′ ∈ Y, (x, y, 1) ∼ (x′, y, 1) ∀x, x′ ∈ X, ∀ y ∈ Y

The elements of X ? Y will be denoted by the formal expression (1− t)x+ ty.
The homology groups of the topological join can be easily expressed by the homology groups
of X and Y , since the X ? Y is the smash product of X, Y and a copy of S1. For details
about smash products see for instance [25].

Proposition 2.8. ([25], Theorem 3.21)
It holds

H̃q(X ? Y ) =

q⊕
q′=0

H̃q′(X)⊗ H̃q−q′−1(Y )

In particular, one has

β̃q(X ? Y ) =

q∑
q′=0

β̃q′(X)β̃q−q′−1(Y )

and
+∞∑
q=0

β̃q(X ? Y ) =

+∞∑
q′=0

β̃q′(X)
+∞∑
q′′=0

β̃q′′(Y ).

In particular, we will consider the topological join

γ?,ρ,α̃ := (γ1)ρ1,α̃1
? (γ2)ρ2,α̃2

between the two weighted barycenter sets defined on the curves γ1 with the multi-indices
α̃i := (α̃i1, . . . , α̃iLi).

Let us now report the compactness result for (4) from [30]. We first introduce a finite set
of couple of numbers, which represent the possible local blow-up values in a singular point p
with coefficients α1 = α1(p), α2 = α2(p).
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Definition 2.9.
For a couple of numbers (α1, α2) which are both greater than −1, we set Γα1,α2

⊂ R2 as the
piece of ellipse defined by

Γα1,α2 =
{

(σ1, σ2) : σ2
1 − σ1σ2 + σ2

2 − 4π(1 + α1)σ2 − 4π(1 + α2)σ2 = 0
}

We then define iteratively Λα1,α2 ⊂ Γα1,α2 via the following rules:

• Λα1,α2
contains the points

(4π(1 + α1), 0), (0, 4π(1 + α2)), (4π(1 + α1), 4π(2 + α1 + α2))

(4π(2 + α1 + α2), 4π(1 + α2)), (4π(2 + α1 + α2), 4π(2 + α1 + α2)).

• If (σ1, σ2) ∈ Λα1,α2
, then any (σ′1, σ

′
2) ∈ Γα1,α2

with σ′1 = σ1 + 4πn for some n ∈ N and
σ′2 ≥ σ2 belongs to Λα1,α2 .

• If (σ1, σ2) ∈ Λα1,α2 , then any (σ′1, σ
′
2) ∈ Γα1,α2 with σ′2 = σ2 + 4πn for some n ∈ N and

σ′1 ≥ σ1 belongs to Λα1,α2 .

Definition 2.10.
Given Λα1,α2 as in Definition 2.9, we define

Λi :=

4πn+
∑
j∈I

σj ; n ∈ N, I ⊂ {1, . . . , J}, σj ∈ πi(
(

Γα1j,α2j

)
)

 , i = 1, 2,

where πi is the projection on the i-th component of R2, and we set

Λ := (Λ1 × R) ∪ (R× Λ2)

From the blow-up quantization in [30] and an argument from [8, 10] one finds a global com-
pactness result.

Theorem 2.11.
If ρ belongs to a fixed compact set of R2

+\Λ, then the family of solutions of (4) on H
1
(Σ) is

uniformly bounded in W 2,p(Σ) for some p > 1.

When dealing with compactness, there will be an essential result from [31] which helps to
bypass the issue of Palais-Smale condition (which is not known to hold either for (4) or for
(8)). It basically states the Palais-Smale condition holds for some sequences on a dense set
of ρ (see also [19, 40]); combining with Theorem 2.11 we deduce:

Lemma 2.12.
Suppose ρ 6∈ Λ and let a < b ∈ R be such that (4) has no solutions satisfying a ≤ Jρ ≤ b.
Then, Jaρ is a deformation retract of Jbρ.

Moreover, compactness of solutions implies that Jρ is bounded from above in its critical
points, therefore we have the following:

Corollary 2.13.
Suppose ρ 6∈ Λ. Then, there exists L > 0 such that JLρ is a deformation retract of H1(Σ)2.
In particular, it is contractible.
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Lemma 2.12 and Corollary 2.13 allow to write in a simpler form the usual (weak) Morse
inequalities Cq(a, b) ≥ βq

(
Jbρ, J

a
ρ

)
.

Lemma 2.14.
Suppose ρ 6∈ Λ and Jρ is a Morse function. Then, there exists L > 0 such that Cq(−L,L) ≥ β̃q

(
J−Lρ

)
.

In particular,

#Solutions of (4) =

+∞∑
q=0

Cq ≥
+∞∑
q=0

Cq(−L,L) ≥
+∞∑
q=0

β̃q
(
J−Lρ

)
.

Finally, the density results in [1, 18] (which in turn use a transversality theorem from [39])
can be immediately adapted from the scalar case to our purposes.

Theorem 2.15.
There exists an open dense set of D ⊂M2(Σ)× L∞(Σ)2 such that for any (g, h1, h2) ∈ D
Jρ is a Morse function.

3 Mapping weighted barycenters into sub-levels of Jρ

The aim of this section is to build a map which sends elements of γ?,ρ,α̃ into arbitrarily
low sub-levels of Jρ. We will actually build a family of maps Φλ depending on a positive
parameter λ such that Jρ ◦ Φλ attains negative values which are arbitrarily large in absolute
value as λ gets larger.
The map Φλ will be built starting from the standard bubbles

ϕα,λ,p = log

(
λ1+α

1 + (λd(·, p))2(1+α)

)2

,

which arise in study of (8) under several aspects such as blow-up, compactness and charac-
terization of sub-levels; functions with similar properties have been introduced for the case
of (4) in [6, 7, 27, 34].
There are basically two difficulties in building bubble-like functions which depend continu-
ously on elements in γ?,ρ,α̃: first of all, in the presence of a singular point pil the parameter
α cannot switch suddenly from 0 to α̃il; moreover, we must be very careful of what happens
in the two endpoints of the join, that is when one of the (γi)ρi,α̃i is identified to one point.
However, we are able to fix both problems by arguing as in [13] to avoid issues with singular
points and as in [6] for what concerns the endpoints of the join.

Theorem 3.1.
Given

σi =
∑

xik∈Ji

tikδxik ∈ (γi)ρi,α̃i for i = 1, 2, ζ = (1− t)σ1 + tσ2 ∈ γ?,ρ,α̃

define, for λ > 0,

Φλ(ζ) = ϕλ,ζ = (ϕ1,λ,ζ , ϕ2,λ,ζ) =
(
v1 −

v2

2
, v2 −

v1

2

)
,

where
λ1,t = λ(1− t), λ2,t = λt
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δ = min

{
min

i=1,2,l=1,...,L0

d(γi, p0l),
mini=1,2,l 6=l′=1,...,Li d(pil, pil′)

2

}
(17)

βik =


0 if d := minl d (xik, pil) ≥ δ

α̃
il̃

log δ
d

log max{2,λi,t}−α̃il̃ log δ
d

if d = d
(
xik, pil̃

)
∈
[
max{2, λi,t}

− 1
1+α̃

il̃ δ, δ

)
α̃il if d < max{2, λi,t}

− 1
1+α̃

il̃ δ

. (18)

and

vi = vi,λ,ζ = log
∑

xik∈Ji

tik(
1 + λ2

i,td(·, xik)2(1+βik)
)2 . (19)

Then,
Jρ(ϕλ,ζ) →

λ→+∞
−∞ uniformly for ζ ∈ γ?,ρ,α̃

Notice that δ has been taken small enough so that the pil̃ which minimizes the distance
between the singular points is uniquely determined if this distance is less than δ. Furthermore,
Φλ is well defined because when t = 0, v1 vanishes and v2 depends only on (γ2)ρ2,α2 , and the
same occurs when t = 1 exchanging the roles of v1 and v2.
The choice of βik has actually been made in such a way that, in the neck regions, it verifies

max{2, λi,t}
βik

α
il̃

(1+βik) =
δ

d
. (20)

The proof of Theorem 3.1 will follow by giving separate estimates for the three parts of Jρ,
which will be provided respectively in the three following lemmas.

Lemma 3.2.
Let ζ, ϕλ,ζ be as in Theorem 3.1. Then,

ˆ
Σ

Q(ϕλ,ζ) ≤ 8πχα̃1
(J1) log max{1, λ1,t}+ 8πχα̃2

(J2) log max{1, λ2,t}+ C.

Lemma 3.3.
Let ζ, ϕλ,ζ be as in Theorem 3.1. Then,

ϕi,λ,ζ = −4 log max{1, λi,t}+ 2 log max{1, λ3−i,t}+O(1).

Lemma 3.4.
Let ζ, ϕλ,ζ be as in Theorem 3.1. Then,

log

ˆ
Σ

h̃ie
ϕi,λ,ζdVg = −2 log max{1, λi,t}+ 2 log max{1, λ3−i,t}+O(1).

Notice that, to prove Theorem 3.1 we only need an estimate from below in Lemmas 3.3 and
3.4. However, in Lemma 3.3 the same argument for the proof gives also an upper bound,
whereas the estimate from above in Lemma 3.4 will be needed later in this work.
We will only show the proof of Lemma 3.2, since the others follow closely the proof given in
[12], Proposition 4.1 and [6], Proposition 3.3.
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Proof of Lemma 3.2.
First of all, we notice that

Q(ϕλ,ζ) =
1

4

(
|∇v1|2 −∇v1 · ∇v2 + |∇v2|2

)
. (21)

Since it holds

∇vi =

∑
k

−2(1+βik)tikλ
2
i,td(·,xik)1+2βik∇d(·,xik)(

1+λ2
i,td(·,xik)2(1+βik)

)3∑
k

tik(
1+λ2

i,td(·,xik)2(1+βik)
)2

and |∇d(·, xik)| = 1 almost everywhere, we find

|∇vi| ≤

∑
k

4(1+βik)tikλ
2(1+βik)
i,t d(·,xik)1+2βik(

1+λ2
i,td(·,xik)2(1+βik)

)3∑
k

tik(
1+λ2

i,td((·,xik))2(1+βik)
)2

≤ max
k

4(1 + βik)λ2
i,td(·, xik)1+2βik

1 + λ2
i,t(d(·, xik))2(1+βik)︸ ︷︷ ︸

=:mik

. (22)

In view of these estimates, we divide Σ into a finite number of regions depending on which
of the m1k’s attains the maximum:

A1k :=

{
x ∈ Σ : m1k(x) = max

k′
m1k′(x)

}
.

Similarly, we will define, in dependence of the m2k’s:

A2k :=

{
x ∈ Σ : m2k(x) = max

k′
m2k′(x)

}
.

Moreover, we can easily see that the following estimates hold for mik:

mik ≤

{
4(1+βik)
d(·,xik)

4(1 + βik)λ2
i,td(·, xik)1+2βik

. (23)

We will estimate the mixed term first. Basically, since the points xik belong to γi and the
curves γi’s are disjoint, we only have summable singularities and therefore the integral of
∇v1 · ∇v2 is uniformly bounded.
Therefore, from (22) and the first inequality in (23), one finds∣∣∣∣ˆ

Σ

∇v1 · ∇v2dVg

∣∣∣∣ ≤ ∑
k,k′

ˆ
A1k∩A2k′

|∇v1||∇v2|dVg ≤

∑
k,k′

16(1 + β1k)(1 + β2k′)

ˆ
A1k∩A2k′

dVg
d(·, x1k)d(·, x2k′)

We then notice that, by the definition of (17), the distance between γ1 and γ2 is at least 2δ,
so Bδ(x1k) ∩Bδ(x2k′) = ∅ for any choice of k, k′. Therefore,ˆ

A1k∩A2k′

dVg
d(·, x1k)d(·, x2k′)

≤
ˆ
A1k∩A2k′\Bδ(x1k)

dVg
δd(·, x2k′)

+

ˆ
A1k∩A2k′\Bδ(x2k′ )

dVg
δd(·, x1k)

≤ 1

δ

ˆ
Σ

(
1

d(·, x2k′)
+

1

d(·, x1k)

)
dVg

≤ Cδ,
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hence, being the number of k, k′ bounded from above depending on ρ and α̃il’s only, we
obtain ∣∣∣∣ˆ

Σ

∇v1 · ∇v2dVg

∣∣∣∣ ≤ C. (24)

Now, we consider the term involving |∇v1|2. We split the integral into the sets A1k defined
above. ˆ

Σ

|∇v1|2dVg ≤
∑
k

ˆ
A1k

m2
1kdVg

≤
∑
k

ˆ
Σ\B

λ
− 1

1+β1k
1,t

(x1k)

m2
1kdVg +

ˆ
B

λ
− 1

1+β1k
1,t

(x1k)

m2
1kdVg

 (25)

Outside the balls we will apply the first estimate in (22):

ˆ
Σ\B

λ
− 1

1+β1k
1,t

(x1k)

|∇v1|2dVg ≤ 16(1 + β1k)2

ˆ
Σ\B

λ
− 1

1+β1k
1,t

(x1k)

dVg
d(·, x1k)2

≤ 32π(1 + β1k)2 log max

{
1, λ

1
1+β1k
1,t

}
+ C

≤ 32π(1 + β1k) log max{1, λ1,t}+ C. (26)

The integral inside the balls is actually uniformly bounded, as can be seen using now the
second estimate in (22):

ˆ
B

λ
− 1

1+β1k
1,t

(x1k)

|∇v1|2dVg ≤ 16(1 + β1k)2λ4
1,t

ˆ
B

λ
− 1

1+β1k
1,t

(x1k)

d(·, x1k)2(1+2β1k)dVg

≤ Cβ1k
λ4

1,t

(
λ
− 1

1+β1k
1,t

)4(1+β1k)

≤ C (27)

Observing that, from the definitions of (13) and (18), one has∑
k

(1 + β1k) ≤ χα̃1
(J1),

one can now deduce from (25), (26), (27):

ˆ
Σ

|∇v1|2 ≤ 32πχα̃1
(J1) log min{C, λ1,t}+ C. (28)

The same argument gives a similar estimate for

ˆ
Σ

|∇v2|2, therefore putting together (28)

with (24) and (21) we get the conclusion.

Proof of Theorem 3.1.

Since on (γi)ρi,α̃i one has ρi < 4πχα̃i(Ji), and moreover max{λ1,t, λ2,t} ≥
λ

2
, Lemmas 3.2,
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3.3 and 3.4 yield

Jρ(ϕλ,ζ) =

ˆ
Σ

Q(ϕλ,ζ)dVg +

2∑
i=1

ρi

(
ϕi,λ,ζ − log

ˆ
Σ

h̃ie
ϕi,λ,ζdVg

)
≤ (8πχα̃1

(J1)− 2ρ1) log max{1, λ1,t}+ (8πχα̃2
(J2)− ρ2) log max{1, λ2,t}+ C

≤ max{8πχα̃1
(J1)− 2ρ1, 8πχα̃2

(J2)− 2ρ2} log max{1, λ1,t, λ2,t}+ C

≤ max{8πχα̃1
(J1)− 2ρ1, 8πχα̃2

(J2)− 2ρ2} log max{1, λ}+ C

→
λ→+∞

−∞

uniformly in ζ ∈ γ?,ρ,α̃, which is what we wished to prove.

4 Analysis of sub-levels and improved Moser-Trudinger
inequalities

In this section we are going to provide information on the sub-levels J−Lρ .
A key point is the so-called improved Moser-Trudinger inequality. Basically, we show that
under certain conditions of the spreading on u1 and u2 the constant in Moser-Trudinger in-
equality can be improved and from this fact we deduce information about the low sub-levels
of Jρ.
The idea was introduced by Chen and Li [16] for the Liouville equation and extended in
[20, 32], in [13] for the singular case and in [6, 34, 36] for the Toda system. Some results
presented in this section will be adapted from the aforementioned papers, so their proof will
be skipped.
The main result of this section is the following:

Theorem 4.1.
Suppose ρ 6∈ Λ. Then, for any ε > 0 there exists L = L(ε) > 0 such that any u ∈ J−Lρ verifies,
for some i = 1, 2,

dLip′(fi,u,Σρi,α̃i) < ε,

where fi,u is defined by (16).

To adapt the original argument to the case of Toda system we first need a covering lemma
([6], Lemma 4.1; [34], Lemma 3.2; [36], Lemma 2.5).
With respect to the previous works, we have to take into account the singularities and con-
sider sets which contain at most one negative singularity. Anyway, the proof can be adapted
step-by-step with the conditions on the singular points still holding, so we will omit it.

Lemma 4.2.
Let δ > 0, θ > 0,M1, N1,M2, N2 ∈ N be given numbers, {l1, . . . , lMi

} ⊂ {1, . . . , Li} selections

of indices, f1, f2 ∈ L1(Σ) be non-negative functions with

ˆ
Σ

fidVg = 1 and {Ωim}m=1,...,Mi+Ni
i=1,2

be measurable subsets of Σ such that

d(Ωim,Ωim′) ≥ δ ∀ i = 1, 2, ∀m,m′ = 1, . . . ,Mi +Ni, m 6= m′

d(pil,Ωim) ≥ δ ∀ i = 1, 2, ∀m = 1, . . . ,Mi +Ni, ∀ l = 1, . . . , Li, l 6= lmˆ
Ωim

fidVg ≥ θ ∀ i = 1, 2, ∀m = 1, . . . ,Mi +Ni.
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Then, there exist δ̃ > 0, θ̃ > 0, independent of f1, f2, and {Ωm}m=1,...,maxi{Mi+Ni} such that

d(Ωm,Ωm′) ≥ δ̃ ∀m,m′ = 1, . . . ,max
i=1,2
{Mi +Ni}, m 6= m′

d(pil,Ωm) ≥ δ̃ ∀ i = 1, 2, ∀m = 1, . . . ,max
i=1,2
{Mi +Ni}, ∀ l = 1, . . . , Li, l 6= lm

ˆ
Ωm

fidVg ≥ θ̃ ∀ i = 1, 2, ∀m = 1, . . . ,max
i=1,2
{Mi +Ni}.

The next lemma is what is usually called an improved Moser-Trudinger inequality.
It essentially states that if both u1 and u2 are spread in sets which contain at most one
singular point, then the constant 4π in (6) can be multiplied by a number depending on how
many these sets are and on the singular points they contain.

Lemma 4.3.
Let δ > 0, θ > 0,M1, N1,M2, N2 ∈ N be given numbers, {l1, . . . , lMi

} ⊂ {1, . . . , Li} selections

of indices and {Ωim}m=1,...,Mi+Ni
i=1,2 be measurable subsets of Σ such that

d(Ωim,Ωim′) ≥ δ ∀ i = 1, 2, ∀m,m′ = 1, . . . ,Mi +Ni, m 6= m′

d(pil,Ωim) ≥ δ ∀ i = 1, 2, ∀m = 1, . . . ,Mi +Ni, ∀ l = 1, . . . , Li, l 6= lm

Then, for any ε > 0 there exists C > 0, not depending on u, such that any u = (u1, u2) ∈ H1(Σ)2

satisfying ˆ
Ωim

fi,udVg ≥ θ ∀ i = 1, 2, ∀m = 1, . . . ,Mi +Ni

verifies

2∑
i=1

(
Ni +

Mi∑
m=1

(1 + α̃ilm)

)
log

ˆ
Σ

h̃ie
ui−uidVg ≤

1 + ε

4π

ˆ
Σ

Q(u)dVg + C.

Proof.
It will not be restrictive to suppose M1 +N1 ≥M2 +N2.
We apply Lemma 4.2 with fi = fi,u and we get a family of sets {Ωm}M1+N1

m=1 satisfying

d(Ωm,Ωm′) ≥ δ̃ > 0 ∀m 6= m′,

ˆ
Ωm

fi,u ≥ θ̃ > 0 ∀m = 1, . . . ,Mi +Ni

Let us now consider, for anym = 1, . . . ,M1 +N1, the cut-off function gm := max

{
0, 1− 2

δ̃
d(·,Ωm)

}
;

it verifies

1Ωm ≤ gm ≤ 1Ω̃m
, |∇gm| ≤ Cδ̃,Σ1Ω̃m

with Ω̃m = B δ̃
2

(Ωm).

We now take vi ∈ L∞(Σ) with vi = 0 and we set wi := ui − vi − ui (which will also have null
average). Therefore, we find

log

ˆ
Σ

h̃1e
ui−uidVg ≤ log

(
1

θ̃

ˆ
Ωm

h̃ie
ui−uidVg

)
= log

(
1

θ̃

ˆ
Ωm

h̃ie
vi+widVg

)
≤ log

1

θ̃
+ ‖vi‖L∞(Ωm) + log

ˆ
Ωm

h̃ie
widVg

≤ log
1

θ̃
+ ‖vi‖L∞(Σ) + log

ˆ
Σ

h̃ie
gmwidVg. (29)
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Since gm ∈ Lip(Σ), then gmwi ∈ H1(Σ), so we can apply a Moser-Trudinger inequality on it.
To this purpose, we notice that, for any ε > 0,

ˆ
Σ

|∇(gmw1)|2dVg =

ˆ
Σ

|gm∇w1 + w1∇gm|2dVg

=

ˆ
Σ

(
g2
m|∇w1|2 + 2(gm∇w1) · (w1∇gm) + w2

1|∇gm|2
)
dVg

≤
ˆ

Σ

(
(1 + ε)g2

m|∇w1|2 +

(
1 +

1

ε

)
w2

1|∇gm|2
)
dVg

≤ (1 + ε)

ˆ
Ω̃m

|∇w1|2dVg + Cε,δ̃,Σ

ˆ
Ω̃m

w2
1dVg.

In the same way, writing

1

3

(
|x|2 + x · y + |y|2

)
=

1

4
|x|2 +

1

12
|x− 2y|2, (30)

we get
ˆ

Σ

Q(gmw)dVg ≤ (1 + ε)

ˆ
Ω̃m

Q(w)dVg + Cε,δ̃,Σ

ˆ
Ω̃m

1

3

(
w2

1 + w1w2 + w2
2

)
dVg. (31)

At this point, we choose properly wi (hence vi) in such a way to have a control of its L2

norm. Taking an orthonormal frame {ϕn}∞n=1 of eigenfunctions for −∆ on H
1
(Σ) with a non-

decreasing sequence of associated positive eigenvalues {λn}∞n=1 and writing ui = ui +

∞∑
n=1

uinϕn,

we set vi =

N∑
n=1

uinϕn for

N = Nε,δ̃,Σ := max

{
n ∈ N : λn <

Cε,δ̃,Σ
ε

}
.

This choice gives

Cε,δ̃,Σ

ˆ
Σ

w2
1dVg ≤ ε

ˆ
Σ

|∇w1|2dVg ≤ ε
ˆ

Σ

|∇u1|2dVg

and, through (30),

Cε,δ̃,Σ

ˆ
Σ

1

3

(
w2

1 + w1w2 + w2
2

)
dVg ≤ ε

ˆ
Σ

Q(w)dVg ≤ ε
ˆ

Σ

Q(u)dVg. (32)

Moreover, we get

|wi| ≤ CΣ‖∇wi‖L2(Σ) ≤ ε
ˆ

Σ

Q(w)dVg + C ≤ ε
ˆ

Σ

Q(u)dVg + C (33)

and, since vi belongs to a finite-dimensional space,

‖vi‖L∞(Σ) ≤ CN‖∇vi‖L2(Σ) ≤ ε
ˆ

Σ

Q(v)dVg + C ≤ ε
ˆ

Σ

Q(u)dVg + C. (34)

Now, if m = 1, . . . ,M2 +N2, we apply the Moser-Trudinger inequality (6) to gmw. Since

these functions are supported on Ω̃m, we can replace h̃i by a smooth interpolation which is
constant outside a neighborhood of Ω̃m: we take ηm satisfying

ηm(x) :=

{
1 if x ∈ Ω̃m
0 if x 6∈ B δ̃

4 (Ω̃m)
h̃im := ηmh̃i + 1− ηm =

{
h̃i if x ∈ Ω̃m
1 if x 6∈ B δ̃

4 (Ω̃m)
.
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In this way, we can consider only the singularities p1lm , p2lm which lie inside Ωm (if there are
any); from (31) and (33) we get

2∑
i=1

(1 + α̃ilm) log

ˆ
Σ

h̃ie
gmwidVg =

2∑
i=1

(1 + α̃ilm) log

ˆ
Σ

h̃ime
gmwidVg

≤
2∑
i=1

(1 + α̃ilm)gmwi +
1

4π

ˆ
Σ

Q(gmw)dVg + C

≤
2∑
i=1

(1 + α̃ilm)
(
‖gm‖L∞(Σ)|wi|

)
+

1 + ε

4π

ˆ
Ω̃m

Q(w)dVg

+
Cε,δ̃,Σ

4π

ˆ
Ω̃m

1

3

(
w2

1 + w1w2 + w2
2

)
dVg + C

≤ |w1|+ |w2|+
1 + ε

4π

ˆ
Ω̃m

Q(w)dVg

+
Cε,δ̃,Σ

4π

ˆ
Ω̃m

1

3

(
w2

1 + w1w2 + w2
2

)
dVg + C

≤ 2ε

ˆ
Σ

Q(u)dVg +
1 + ε

4π

ˆ
Ω̃m

Q(w)dVg

+
Cε,δ̃,Σ

4π

ˆ
Ω̃m

1

3

(
w2

1 + w1w2 + w2
2

)
dVg + C.

Therefore, from (29) and (34) we deduce

2∑
i=1

(1 + α̃ilm) log

ˆ
Σ

h̃ie
ui−uidVg ≤

2∑
i=1

(1 + α̃ilm)

(
log

1

θ̃
+ ‖vi‖L∞(Σ) + log

ˆ
Σ

h̃ie
gmwidVg

)

≤
2∑
i=1

(
‖vi‖L∞(Σ) + (1 + α̃ilm) log

ˆ
Σ

h̃ie
gmwidVg

)
+ C

≤ 3ε

ˆ
Σ

Q(u)dVg +
1 + ε

4π

ˆ
Ω̃m

Q(w)dVg

+
Cε,δ̃,Σ

4π

ˆ
Ω̃m

1

3

(
w2

1 + w1w2 + w2
2

)
dVg + C. (35)

For m = M2 +N2 + 1, . . . ,M1 +N1 we have estimates only for u1 on Ωm, so we apply the
scalar Moser-Trudinger inequality (15). By (30) we get the integral of Q(gmw), then we
argue as before.
Notice that if m > Mi, then pilm is not defined so these calculations would not make sense,
but in this case both the previous and the following calculations hold replacing α̃ilm with 0.

(1 + α̃1lm) log

ˆ
Σ

h̃1e
gmw1dVg = (1 + α̃1lm) log

ˆ
Σ

h̃1me
gmw1dVg

≤ (1 + α̃1lm)gmw1 +
1

16π

ˆ
Σ

|∇(gmw1)|2dVg + C

≤ |w1|+
1

4π

ˆ
Σ

Q(gmw)dVg + C

≤ ε

ˆ
Σ

Q(u)dVg +
1 + ε

4π

ˆ
Ω̃m

Q(w)dVg

+
Cε,δ̃,Σ

4π

ˆ
Ω̃m

1

3

(
w2

1 + w1w2 + w2
2

)
dVg + C.
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Then in this case we deduce

(1 + α̃1lm) log

ˆ
Σ

h̃1e
u1−u1dVg ≤ (1 + α̃1lm)

(
log

1

θ̃
+ ‖v1‖L∞(Σ) + log

ˆ
Σ

h̃ie
gmw1dVg

)
≤ ‖v1‖L∞(Σ) + (1 + α̃1lm) log

ˆ
Σ

h̃1e
gmw1dVg + C

≤ 2ε

ˆ
Σ

Q(u)dVg +
1 + ε

4π

ˆ
Ω̃m

Q(w)dVg

+
Cε,δ̃,Σ

4π

ˆ
Ω̃m

1

3

(
w2

1 + w1w2 + w2
2

)
dVg + C. (36)

Finally, we sum together (35) and (36) for all the m’s, exploiting (32) and the disjointness of

the Ω̃m:

2∑
i=1

(
Ni +

Mi∑
m=1

(1 + α̃ilm)

)
log

ˆ
Σ

h̃ie
ui−uidVg =

2∑
i=1

M2+N2∑
m=1

(1 + α̃ilm)

(
log

ˆ
Σ

h̃ie
ui−uidVg

)

+

M1+N1∑
m=M2+N2+1

(1 + α̃1lm) log

ˆ
Σ

h̃1e
u1−u1dVg

≤ (2M1 + 2M1 +M2 +N2)ε

ˆ
Σ

Q(u)dVg

+
1 + ε

4π

ˆ
Σ

Q(w)dVg

+
Cε,δ̃,Σ

4π

ˆ
Σ

1

3

(
w2

1 + w1w2 + w2
2

)
dVg + C

≤ (2M1 + 2N1 +M2 +N2)ε

ˆ
Σ

Q(u)dVg

+
1 + 2ε

4π

ˆ
Σ

Q(u)dVg + C

which is, renaming ε properly, what we desired.

Now we need another technical lemma, which relates the condition of spreading, needed for
Lemma 4.3, and of concentration around a finite number of points.
Through this lemma, we can then use the improved Moser-Trudinger inequality to get infor-
mation about the concentration which occurs on sub-levels J−Lρ .
The following results will be extensions of the ones contained in [6, 21, 34, 36] with suitable
changes to take into account the singularities. Since the modifications are minimal, the proofs
will be skipped.

Lemma 4.4.
Let i = 1, 2, χ0 > 0, ε, r > 0 small enough, be such that any J ⊂ Σ satisfying χα̃i(J ) ≤ χ0

verifies ˆ
⋃
xk∈J

Br(xk)

fi,udVg < 1− ε .

Then, there exist ε̃, r̃ > 0, not depending on ui, M,N ∈ N, {l1, . . . , lM} ⊂ {1, . . . , Li} and

{x̃m}M+N
m=1 satisfying

N +

M∑
m=1

(1 + α̃ilm) > χ0, d(x̃m, pl) ≥ 2r̃ ∀ l 6= lm
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B2r̃(x̃m) ∩B2r̃(x̃m′) = ∅ ∀m 6= m′,

ˆ
Br̃(x̃m)

fi,udVg ≥ ε̃ ∀m = 1, . . . ,M +N.

Lemma 4.5.
For any ε, r > 0 small enough, there exists L > 0 such that, if u ∈ J−Lρ , then for at least one
i = 1, 2 there exists J ⊂ Σ satisfying 4πχα̃i(Ji) ≤ ρi and

ˆ
⋃
xk∈Ji

Br(xk)

fi,udVg ≥ 1− ε.

Now we have all the tools to prove Theorem 4.1.

Proof of Theorem 4.1.
It clearly suffices to prove the statement for small ε.

We apply Lemma 4.5 with ε′ =
ε

4
, r′ =

ε

2
. It is not restrictive to suppose that the thesis of

the lemma holds for i = 1, since the case i = 2 can be treated in the same way. Therefore,
we get J ⊂ Σ, and we define

σu :=
∑
xk∈J

tkδxk

where

tk =

ˆ
Br′ (xk)\

⋃k−1

k′=1
Br′ (xk′ )

f1,udVg +
1

|J |

ˆ
Σ\
⋃
x
k′∈J

Br′ (xk′ )

f1,udVg.

Notice that σu ∈ Σρ1,α̃1
because, from Lemma 4.5 we find χα̃1

(J ) ≤ ρ1 and the last inequality
is actually strict because we are supposing ρ 6∈ Λ.
To conclude the proof it would suffice to get∣∣∣∣ˆ

Σ

(f1,u − σu)φdVg

∣∣∣∣ ≤ ε‖φ‖Lip(Σ) ∀φ ∈ Lip(Σ). (37)

In fact, following the definition of dLip′ , this would imply

dLip′(f1,u,Σρ1,α̃1
) ≤ dLip′(f1,u, σu) = sup

φ∈Lip(Σ),‖φ‖Lip(Σ)≤1

∣∣∣∣ˆ
Σ

(f1,u − σu)φdVg

∣∣∣∣ < ε. (38)

We will divide the integral in (37) into two points, studying separately what happens inside
and outside the union of the r′-balls centered at the points xm’s.
Outside the balls, for any φ ∈ Lip(Σ) we have∣∣∣∣∣

ˆ
Σ\
⋃
xk∈J

Br′ (xk)

(f1,u − σu)φdVg

∣∣∣∣∣ =

∣∣∣∣∣
ˆ

Σ\
⋃
xk∈J

Br′ (xk)

f1,uφdVg

∣∣∣∣∣
≤ ‖φ‖L∞(Σ)

ˆ
Σ\
⋃
xk∈J

Br′ (xk)

f1,udVg

< ε′‖φ‖Lip(Σ)

=
ε

4
‖φ‖Lip(Σ). (39)
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On the other hand, we also find∣∣∣∣∣
ˆ
⋃
xk∈J

Br′ (xk)

(f1,u − σu)φdVg

∣∣∣∣∣ =

∣∣∣∣∣
ˆ
⋃
xk∈J

Br′ (xk)

f1,uφdVg

−
∑
xk∈J

(ˆ
Br′ (xk)\

⋃k
k′=1

Br′ (xk′ )

f1,udVg+

+
1

|J |

ˆ
Σ\
⋃
x
k′∈J

Br′ (xk′ )

f1,udVg

)
φ(xk)

∣∣∣∣∣
=

∣∣∣∣∣ ∑
xk∈J

(ˆ
Br′ (xk)\

⋃k
k′=1

Br′ (xk′ )

f1,u(φ− φ(xk))dVg

− 1

|J |

ˆ
Σ\
⋃
x
k′∈J

Br′ (xk′ )

f1,udVgφ(xk)

)∣∣∣∣∣
≤ ‖∇φ‖L∞(Σ)

∑
xk∈J

ˆ
Br′ (xk)\

⋃k
k′=1

Br′ (xk′ )

f1,ud(·, xk)dVg

+ ‖φ‖L∞(Σ)

ˆ
Σ\
⋃
x
k′∈J

Br′ (xk′ )

f1,udVg

< r′‖∇φ‖L∞(Σ)

ˆ
⋃
x
k′∈J

Br′ (xk′ )

f1,udVg

+ ε′‖φ‖L∞(Σ)

≤ r′‖∇φ‖L∞(Σ) + ε′‖φ‖L∞(Σ)

≤ 3

4
ε‖φ‖Lip(Σ). (40)

Therefore, from (39) and (40) we deduce (37), hence (38).

5 Mapping sub-levels into weighted barycenters

The results we obtained about the sub-levels of Jρ will be used in this section to build a map
on J−Lρ which can be combined with the map Φλ defined in Theorem 3.1 to get a homotopy
equivalence.
Precisely, we will get the following result:

Theorem 5.1.
Suppose ρ 6∈ Λ. Then, for L large enough there exist two continuous maps

Φ : γ?,ρ,α̃ → J−Lρ , Ψ : J−Lρ → γ?,ρ,α̃

such that the Ψ ◦ Φ is homotopically equivalent to Idγ?,ρ,α̃ .

For the map Φ we will choose Φλ with a suitable λ� 0, whereas Ψ will be modeled on the
retraction ψρ,α defined in Lemma 2.7.
The main issue is choosing properly the parameter t ∈ [0, 1] in the join, so that it equals 0
or 1 as long as only one retraction is defined. The next lemma will give an estimate on the
distance between the components of ϕλ,ζ and the respective weighted barycenter sets, thus
giving a hint on when each retraction can or cannot be applied.
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Lemma 5.2.
Let σi, ζ, ϕλ,ζ , βik be as in Theorem 3.1. Then, for any i = 1, 2, λ > 0, ζ ∈ γ?,ρ,α̃ one has

1

C
F (σi, λi,t) ≤ dLip′

(
fi,ϕλ,ζ ,Σρi,α̃i

)
≤ CF (σi, λi,t)

with

F (σi, λi,t) :=
∑

xik∈Ji

tik

max{1, λi,t}
min

{
2, 1

1+βik

}

Proof.
It clearly suffices to give the proof for i = 1 and for large λ1,t.
For the upper bound, we will show that

dLip′
(
f1,ϕλ,ζ , σ1,λ

)
≤ C

∑
x1k∈J1

t1k

λ
min

{
2, 1

1+β1k

}
1,t

with

σ1,λ :=
∑

x1k∈J1

t1k,λδx1k
, t1k,λ = t1k

´
Σ

h̃1(
1+λ2

1,td(·,x1k)2(1+β1k)
)2

(∑
x2k′∈J2

t2k′(
1+λ2

2,td(·,x2k′ )
2(1+β

2k′ )
)2

)− 1
2

dVg.

´
Σ
h̃1eϕ1,λ,ζdVg

.

From Lemma 3.4, given any φ ∈ Lip(Σ) with ‖φ‖Lip(Σ) ≤ 1 we find∣∣∣∣ˆ
Σ

(
f1,ϕλ,ζ − σ1,λ

)
φdVg

∣∣∣∣ =
1´

Σ
h̃1eϕ1,λ,ζdVg

(ˆ
Σ

(
h̃1e

ϕ1,λ,ζ −
ˆ

Σ

h̃1e
ϕ1,λ,ζdVgσ1,λ

)
φdVg

)

≤
λ2

1,t

λ2
2,t

∣∣∣∣∣
ˆ

Σ

h̃1e
ϕ1,λ,ζ

(
φ−

∑
x1k∈J1

t1k,λφ(x1k)

)
dVg

∣∣∣∣∣
=

λ2
1,t

λ2
2,t

∣∣∣∣∣∣∣∣
ˆ

Σ

 ∑
x1k∈J1

t1k

h̃1

(1+λ2
1,td(·,x1k)2(1+β

1k′ ))
2√∑

x2k′∈J2

t2k′(
1+λ2

2,td(·,x2k′ )
2(1+β

2k′ )
)2

 (φ− φ(x1k))dVg

∣∣∣∣∣∣∣∣
≤ λ2

1,t

∣∣∣∣∣
ˆ

Σ

∑
k

t1k
h̃1(

1 + λ2
1,td(·, x1k)2(1+β1k′ )

)2 (φ− φ(x1k))dVg

∣∣∣∣∣
≤ λ2

1,t

∑
k

t1k

ˆ
Σ

h̃1d(·, x1k)(
1 + λ2

1,td(·, x1k)2(1+β1k′ )
)2 dVg,

hence the estimate will follow if we show

λ2
1,t

ˆ
Σ

h̃1d(·, x)(
1 + λ2

1,td(·, x)2(1+β)
)2 dVg ≤ C

λ
min{2, 1

1+β}
1,t

for any x = x1k, β = β1k.
We easily find

λ2
1,t

ˆ
Σ\Bδ(x)

h̃1d(·, x)(
1 + λ2

1,td(·, x)2(1+β)
)2 dVg ≤ C

λ2
1,t

;

on the other hand, using normal coordinates and a change of variable we find, if β = 0,

λ2
1,t

ˆ
Bδ(x)

h̃1d(·, x)(
1 + λ2

1,td(·, x)2(1+β)
)2 dVg ≤ C

λ1,t

ˆ
Bλ1,tδ

(0)

|y|
(1 + |y|2)

2 dy ≤
C

λ1,t
;
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if x is close to a point p with a singularity α, then

λ2
1,t

ˆ
Bδ(x)

h̃1d(·, x)(
1 + λ2

1,td(·, x)2(1+β)
)2 dVg ≤ C

λ
1

1+β

1,t

ˆ
B
λ

1
1+β
i,t

δ

(0)

∣∣∣∣λ β−α
(1+β)α

1,t y − λ
β

(1+β)α

1,t p

∣∣∣∣2α |y|(
1 + |y|2(1+β)

)2 dy ≤ C

λ
1

1+β

1,t

,

since the last integral is uniformly bounded (see [13], Proposition 4.1). To give a lower bound,
it suffices to prove that, however we take σ = σλ, there exists a 1− Lip function φσ which
satisfies ∣∣∣∣ˆ

Σ

(
f1,ϕλ,ζ − σ

)
φσdVg

∣∣∣∣ ≥ 1

C

∑
x1k∈J1

t1k

λ
min

{
2, 1

1+β1k

}
1,t

.

Precisely, we choose

φσ = min
xk′∈J ′

d(·, xk′) if σ =
∑

xk′∈J ′
tk′δxk′ .

It holds∣∣∣∣ˆ
Σ

(
f1,ϕλ,ζ − σ

)
φσdVg

∣∣∣∣ =
1´

Σ
h̃1eϕ1,λ,ζdVg

∣∣∣∣ˆ
Σ

(
h̃1e

ϕ1,λ,ζ −
ˆ

Σ

h̃1e
ϕ1,λ,ζdVgσ

)
φσdVg

∣∣∣∣
=

1´
Σ
h̃1eϕ1,λ,ζdVg

ˆ
Σ

h̃1e
ϕ1,λ,ζ min

k′
d(·, xk′)dVg

≥
λ2

1,t

λ2
2,t

ˆ
Σ

h̃1e
ϕ1,λ,ζ min

k′
d(·, xk′)dVg

≥ λ2
1,t

∑
xk∈J1

t1k

ˆ
Σ

h̃1 mink′ d(·, xk′)(
1 + d(·, x1k)2(1+β1k′ )

)2 dVg.
Again, it is easy to see that any single integral outside a ball Bδ(x1,k) is greater or equal
to constant times λ−2

1,t , since the number of k′ is at most K = K(ρ1, α̃1). Therefore, it will
suffice to show that any integral on the same ball can be estimated from below with constant

times λ
− 1

1+β1k
1,t . Arguing as before,

λ2
1,t

ˆ
Bδ(x)

h̃1 mink′ d(·, xk′)(
1 + λ2

1,td(·, x)2(1+β)
)2 dVg ≥ 1

Cλ
1

1+β

1,t

ˆ
B
λ

1
1+β
i,t

δ

(0)

∣∣∣∣λ β−α
(1+β)α

1,t y − λ
β

(1+β)α

1,t p

∣∣∣∣2α mink′

∣∣∣∣y − λ 1
1+β

1,t xk′

∣∣∣∣(
1 + |y|2(1+β)

)2 dy.

To see that the last integral is bounded from above, we restrict ourselves to a portion of a ball
where the minimum is attained by x′ = xk′ . Since the number of k′ is uniformly bounded,

for at least one index the portion we are considering measures at least
1

K
of the measure of

the whole ball.

If we take x′ = x′λ so that λ
1

1+β

1t x′λ goes to infinity, the integral will tend to +∞ as well; if
instead the last quantity converges, we will get the integral of a function which is uniformly
bounded from both above and below, as in the proof of the upper estimates a few lines before.
The same argument works when we have no singularities in Bδ(x).

From this lemma we also deduce a useful corollary:
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Corollary 5.3.
Let σi, ζ, ϕλ,ζ be as in Theorem 3.1 and tik,λ be as in Lemma 5.2. Then, if t 6= 1 we have

f1,ϕλ,ζ ⇀
λ→∞

σ̃1 :=
∑
x1k∈J

t̃1kδx1k

and if t 6= 0 we have

f2,ϕλ,ζ ⇀
λ→∞

σ̃2 :=
∑
x2k∈J

t̃2kδx2k

where t̃ik verifies

t̃ik = lim
λ→∞

tik,λ,
tik
C
≤ t̃ik ≤ Ctik

We are now in a position to prove Theorem 5.1.

Proof of Theorem 5.1.

Fix C as in Lemma 5.2, ε0 as in Lemma 2.7 and apply Theorem 4.1 with ε :=
ε0

C2
.

Take now L = L(ε) > 0 as in Theorem 4.1 and define Φ := Φλ0 with λ0 such that J(ϕλ,ζ) ≤ −L
for any ζ ∈ γ?,ρ,α̃.
Define now, for u ∈ J−Lρ ,

t̃ = t̃(d1, d2) :=


0 if d2 ≥ ε
ε−d2

2ε−d1−d2
if d1, d2 < ε

1 if d1 ≥ ε
where di = dLip′(fi,u,Σρi,α̃i). (41)

This quantity is always well-defined and continuous, because on J−Lρ at least one of d1 and
d2 is less than ε.
Consider now ψi := ψρi,α̃i as in Lemma 2.7 and the push-forward (Πi)∗ of the maps Πi = Σ→ γi.
We can now define the map Ψ, from J−Lρ to γ?,ρ,α̃:

Ψ(u) =
(
1− t̃

)
(Π1)∗(ψ1(f1,u)) + t̃(Π2)∗(ψ2(f2,u)).

This map is well-defined as well because, from the construction of t̃, when ψ1 is not defined
one has d1 ≥ ε0 > ε, hence t̃ = 1, and similarly t̃ = 0 when ψ2 is not defined.
Let us now compose the maps Φ and Ψ and see what happens if we let λ tend to +∞.
From the previous corollary, fi,ϕλ,ζ converges weakly to a barycenter σ̃i centered at the same
points as σi, and the same convergence still holds after applying ψi and (Πi)∗, since both are
retractions. However, the coefficients in σ̃i are different from the ones in σi, and moreover
the parameter t in the join will be different in general from t̃.
Following this considerations, we will construct the homotopy between Ψ ◦ Φ and the identity
in three steps: first letting λ to +∞, then rescaling the coefficients in σ̃i and finally rescaling
the parameter t in the join. Precisely, the homotopy map H : γ?,ρ,α̃ × [0, 1]→ γ?,ρ,α̃ will be
the composition H := H3 ∗ (H2 ∗H1), where:

H1 : (ζ, s) = ((1−t)σ1+tσ2, s)→
(
1− t̃

)
(Π1)∗

(
ψ1

(
f1,ϕ λ0

1−s ,ζ

))
+t̃(Π2)∗

(
ψ2

(
f2,ϕ λ0

1−s ,ζ

))
H2 :

((
1− t̃

)
σ̃1 + t̃σ̃2, s

)
→
((

1− t̃
)

((1− s)σ̃1 + sσ1) + t̃((1− s)σ̃2 + sσ2)
)

H3 :
((

1− t̃
)
σ1 + t̃σ2, s

)
→
((

1−
(
(1− s)t̃+ st

))
σ1 +

(
(1− s)t̃+ st

)
σ2

)
.

Let us now verify that the maps are well defined.
In the definition of the map H1, Lemma 5.2 ensures that the retraction ψ1 is defined if we
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have F

(
σi,

λ0i,t

1− s

)
<
ε0

C
. If the latter quantity is greater or equal to

ε0

C
, then ψ1 might not

be defined, but in this case we have

d1 ≥ dLip′
(
f1,ϕ λ0

1−s ,ζ
,Σρ1,α̃1

)
≥ ε0

C2
= ε,

hence t̃ = 1 and therefore everything makes sense. For the same reason we can compose ψ2

and t̃.
In H2, the convex combination of σ̃i and σi are allowed in (γi)ρi,α̃i because the centers of
the Dirac masses which define them are the same.
Finally, it is immediate to see that the composition makes sense, namely H1(·, 1) = H2(·, 0)
and H2(·, 1) = H3(·, 0), that H(·, 0) = Ψ ◦ Φ and H(·, 1) = Idγ?,ρ,α̃ , and that everything is
continuous.

The existence of this homotopy map gives, through the functorial properties of homology, a
simple but very important corollary:

Corollary 5.4. Suppose ρ 6∈ Λ. Then, for L large enough the map Φ defined in theorem 5.1
induces an immersion of homology groups

Hq(γ?,ρ,α̃)
Φ∗,q
↪→ Hq

(
J−Lρ

)
∀ q ∈ N.

Therefore, in particular, β̃q
(
J−Lρ

)
≥ β̃q(γ?,ρ,α̃) for any q ∈ N.

6 The weighted barycenter sets

In this section, we will provide information about the topology and the homology of the space
γ?,ρ,α̃ = (γ1)ρ1,α̃1

? (γ2)ρ2,α̃2
, whose importance in the study of the problem arose clearly in

Theorem 5.1 and Corollary 5.4.
First of all, we notice that most information can be deduced by studying the weighted
barycenters spaces (γi)ρi,α̃i . Proposition 2.8 shows how the homology groups of the join
depend on the ones of the spaces which form it.
Some of the results contained in this section will be inspired by [12], where weighted barycen-
ters centered at Σ are studied.
Moreover, it is easy to see that if one of the two spaces is contractible, then the join is
contractible as well. In fact, if H is a homotopy equivalence between X and a point, then

((1− t)x+ ty, s)→ (1− t)H(x, s) + ty

is a homotopy equivalence between X ? Y and the cone based in Y , which is contractible.
Therefore, it suffices to restrict our study to the weighted barycenter sets (γi)ρi,α̃i . In the
following, we will omit the indices i = 1, 2 and consider a generic weighted barycenters set γρ,α
with the multi-indices α = (α1, . . . , αL) such that αl ≤ αl+1 and singular points p1, . . . , pL
satisfy χα(pl) = 1 + αl < 1.
To start with, following [12] we consider γρ,α as a union of strata of the kind

γK,I =

{
K∑
k=1

tkδqk +
∑
l∈I

slδpl ; qk ∈ Σ, tk ≥ 0, sl ≥ 0,

K∑
k=1

tk +
∑
l∈I

sl = 1

}
for K ∈ N∪{0}, I ⊂ {1, . . . , L}.
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One can easily notice that each of these strata is a union of manifolds whose maximal di-
mension is 2K + |I| − 1. Considering only the strata which are maximal with respect to the
inclusion, we write a unique decomposition

γρ,α =

H⋃
h=1

γKh,Ih . (42)

It is easy to see how the strata depend on the position of ρ with respect to the αl’s. A
stratum γK,I is contained in γρ,α if and only if

ρ > 4π

(
K +

∑
l∈I

(1 + αl)

)
. (43)

Moreover, we notice that a stratum γK,I is contained in γK
′,I′ if and only if |I\I ′| ≤ K ′ −K.

Therefore, the maximality of an existing stratum is equivalent to the condition

ρ ≤ 4πmin

K + 1 +
∑

l∈I\{max I}

(1 + αl),K +
∑

l∈I∪{min({1,...,L}\I)}

(1 + αl)

 ,

and the equality sign is excluded if we take ρ 6∈ Λ.
Notice that in the regular case the decomposition in maximal strata is just γρ,∅ = γK,∅ = γK ,

with K such that ρ ∈ (4Kπ, 4(K + 1)π), and all the strata are of the kind γK
′,∅ = γK

′
for

K ′ = 1, . . . ,K. However, in the regular case Proposition 2.6 gives already full information
about homology of the barycenters.
In the general case the decomposition in strata makes more difficult the computation of the
homology groups. Nonetheless, we can still obtain information on the homology of γρ,α with
an estimate from below of its Betti numbers.

Theorem 6.1.
Suppose γρ,α has the following decomposition in maximal strata:

γρ,α =

H⋃
h=1

γKh,Ih ∪
H′⋃
h′=1

γK
′
h′ ,I

′
h′ , (44)

with 1 6∈ Ih for any h = 1, . . . ,H. Then,

β̃q(γρ,α) ≥
H∑
h=1

Kh + |Ih|+
[
−χ(Σ)

2

]
|Ih|+

[
−χ(Σ)

2

]
 δq,2Kh+Ih−1.

In particular, if h ≥ 1, then β̃q(γρ,α) 6= 0 for some q 6= 0.

We will start by seeing the cases which are not covered by the previous theorem, that is when
every maximal stratum is defined by a multi-index containing the index 1.
In this case, we find out that γρ,α is contractible, so in conclusion we get a necessary and
sufficient condition for the contractibility of γρ,α.

Lemma 6.2.
Suppose γρ,α has the decomposition (42) in maximal strata, with p1, . . . , pL such that α1 ≤ · · · ≤ αL.
Then, the following conditions are equivalent:

1. γρ,α is star-shaped with respect to δp1 .
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2. There exists some l ∈ {1, . . . , L} such that γρ,α is star-shaped with respect to δpl .

3. γKh,Ih is star-shaped with respect to δp1
for any h ∈ H.

4. There exists some l ∈ {1, . . . , L} such that γKh,Ih is star-shaped with respect to δpl for
any h ∈ {1, . . . ,H}.

Moreover, each of these conditions implies that γρ,α is contractible.

Proof.
The contractibility of γρ,α follows trivially from its star-shapedness, so it suffices to prove
the equivalences between the conditions.
The following implications are evident:

1 ⇒ 2 , 3 ⇒ 1 , 3 ⇒ 4 , 4 ⇒ 2 ;

therefore, we suffice to show that 2 implies 1 and 1 implies 3 .
We will start by showing that if γρ,α is star-shaped with respect to some pl̃, then the same
holds with p1.
We notice immediately that star-shapedness of γρ,α is equivalent to saying that for any stra-

tum γK,I ⊂ γρ,α we have γK,I∪l̃ ⊂ γρ,α; moreover, we recall that the existence of a stratum

within γρ,α means (43). Let us now suppose condition 2 occurs for l̃ > 1, that is

ρ > 4π

(
K +

∑
l∈I

(1 + αl)

)
⇒ ρ > 4π

K +
∑

l∈I∪{l̃}
(1 + αl)

 ,

and let us recall that we are assuming αl ≤ αl+1 for any l. This implies

ρ > 4π

K +
∑

l∈I∪{l̃}
(1 + αl)

 ≥ 4π

K +
∑

l∈I∪{1}

(1 + αl)

 ,

that is star-shapedness of γρ,α with respect to p1.
Suppose now, by contradiction, that condition 3 holds but condition 1 does not, that is γρ,α
is star-shaped with respect to p1 but it contains a maximal stratum γK,I which is not.
Then, star-shapedness of γρ,α with respect to δp1

implies the existence of a stratum γK,I∪{1} ⊂ γρ,α,
which contains properly γK,I , thus contradicting its maximality.

Let us now see what happens if we are in a scenario which is opposite to the previous lemma,
that is some index j is not contained in any multi-index which defines the strata.
The following lemma shows that this situation produces some non-trivial homology.

Lemma 6.3.
Suppose K ∈ N, I ⊂ {1, . . . , L} and l̃ 6∈ I and define

γ̃K,I,l̃ :=
⋃

I′⊂I∪{l̃}, |I′|=|I|
γK,I .

Then, it holds

H̃q

(
γ̃K,I,l̃

)
=

 Z

(
K+|I|+[−χ(Σ)

2 ]
|I|+[−χ(Σ)

2 ]

)
if q = 2K + |I| − 1

0 if q 6= 2K + |I| − 1

.
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The proof of the lemma will use the Mayer-Vietoris exact sequence.
Actually, when applying the Mayer-Vietoris sequence the sets A and B should be open. If
they are not, we are implicitly considering two suitable open neighborhoods in their stead.
The existence of such neighborhoods follows from the properties of the weighted barycenters,
which can be deduced by arguing as in [12], Section 2 and [13], Section 3.

Proof.
We proceed by double induction on K and |I|.
If I = ∅ we have γ̃K,∅,l = γK,∅ = γK so the claim follows by Proposition 2.6.

If K = 0, any stratum γ0,I′ is actually the (|I ′| − 1)-simplex
[
δpl1 , . . . , δpl|I′|

]
if we can write

I ′ =
{
l1, . . . , l|I′|

}
. Therefore, γ̃0,I,l̃ is the boundary of the |I|-simplex with vertices in δpl

for l ∈ I ∪
{
l̃
}

; hence, it is homeomorphic to the sphere S|I|−1 and the claim follows also in

this case.
Suppose now that the lemma is true for K − 1, I and for any K, I0 with |I0| = |I| − 1.

Being γK,I,l̃ union of manifolds of dimension less or equal to 2K + |I| − 1, all the higher
homology groups are trivial.

To compute the other groups, we write γ̃K,I,l̃ = A ∪B with

A = γK,I , B =
⋃
l∈I

γK,I\l∪{l̃}

and consider the Mayer-Vietoris sequence. The set B is star-shaped with respect to δp
l̃

whereas A is star-shaped with respect to δpl for any l ∈ I, hence we can write

0 = H̃q(A)⊕ H̃q(B)→ H̃q(A ∪B)→ H̃q−1(A ∩B)→ H̃q−1(A)⊕ H̃q−1(B) = 0,

that is H̃q(A ∪B) = H̃q−1(A ∩B). Moreover, this set can be written as

A ∩B = C ∪D, C := γK−1,I∪{l̃}, D :=
⋃
l∈I

γK,I\{l}.

As before, C is contractible, whereas we can writeD = γ̃K,I\{l},{l} for any l ∈ I and C ∩D = γ̃K−1,I,l̃.
Therefore, by inductive hypothesis we know the homology of these sets and we can apply
again Mayer-Vietoris. If q < 2K + |I| − 1 we get

0 = H̃q−1(C)⊕ H̃q−1(D)→ H̃q−1(C ∪D)→ H̃q−2(C ∩D)→ H̃q−2(C)⊕ H̃q−2(D) = 0,

that is
H̃q(A ∪B) = H̃q−1(A ∩B) = H̃q−1(C ∪D) = H̃q−2(C ∩D) = 0.

Finally, for the last homology group we get

0 = H̃2K+|I|−2(C ∩D)→ H̃2K+|I|−2(C)⊕ H̃2K+|I|−2(D)→ H̃2K+|I|−2(C ∪D)→

→ H̃2K+|I|−3(C ∩D)→ H̃2K+|I|−3(C)⊕ H̃2K+|I|−3(D) = 0.

Hence, by the inductive hypothesis and the properties of binomial coefficients,

H̃2K+|I|−1(A ∪B) = H̃2K+|I|−2(C ∪D)

= H̃2K+|I|−2(D)⊕ H̃2K+|I|−3(C ∩D)

= Z

(
K+|I|+[−χ(Σ)

2 ]−1

|I|+[−χ(Σ)
2 ]−1

)
⊕ Z

(
K+|I|+[−χ(Σ)

2 ]−1

|I|+[−χ(Σ)
2 ]

)

= Z

(
K+|I|+[−χ(Σ)

2 ]−1

|I|+[−χ(Σ)
2 ]−1

)
+

(
K+|I|+[−χ(Σ)

2 ]−1

|I|+[−χ(Σ)
2 ]

)

= Z

(
K+|I|+[−χ(Σ)

2 ]
|I|+[−χ(Σ)

2 ]

)
,

which is what we wanted.
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Finally, we see how the sets defined in the previous lemma affect the homology of γρ,α.

Proof of Theorem 6.1.
We proceed by induction on H. If H = 0 there is nothing to prove.
Suppose now the theorem holds true forH − 1. Then it also holds forH when q 6= 2KH + |IH | − 1.
For q = 2KH + |IH | − 1, we notice that γ̃KH ,IH ,1 ⊂ γρ,α, since the coefficients αl are non-
increasing; hence we can apply Mayer-Vietoris sequence by writing γρ,α = A ∪B with

A = γ̃KH ,IH ,1, B =

H−1⋃
h=1

γKh,Ih ∪
H′⋃
h′=1

γK
′
h′ ,I

′
h′ .

By a dimensional argument we have H̃2KH+|IH |−1(A ∩B) = 0, so we get

0 = H̃2KH+|IH |−1(A∩B)→ H̃2KH+|IH |−1(A)⊕H̃2KH+|IH |−1(B)→ H̃2KH+|IH |−1(A∪B)→ . . .

which means, by the exactness of the Mayer-Vietoris sequence,

H̃2KH+|IH |−1(A)⊕ H̃2KH+|IH |−1(B) ↪→ H̃2KH+|IH |−1(A ∪B).

Therefore, applying the inductive hypothesis and Lemma 6.3, we get

β̃2KH+|IH |−1(A ∪B) ≥ β̃2KH+|IH |−1(A) + β̃2KH+|IH |−1(B)

≥

K + |I|+
[
−χ(Σ)

2

]
|I|+

[
−χ(Σ)

2

]


+

H−1∑
h=1

Kh + |Ih|+
[
−χ(Σ)

2

]
|Ih|+

[
−χ(Σ)

2

]
 δ2KH+|IH |−1,2Kh+Ih−1

=

H∑
h=1

Kh + |Ih|+
[
−χ(Σ)

2

]
|Ih|+

[
−χ(Σ)

2

]
 δ2KH+|IH |−1,2Kh+Ih−1,

hence the claim.

Finally, by Proposition 2.8, we get information on the homology of the join.

Corollary 6.4.
Suppose (γi)ρi,α̃i has the decomposition (44) in maximal strata, with Hi,K1, . . . ,KHi ∈ N
and Ii1, . . . , IiHi ⊂ {1, . . . , Li}. Then, it holds

+∞∑
q=0

β̃q(γ?,ρ,α̃) ≥
H1∑
h1=1

H2∑
h2=1

Kh1
+ |Ih1

|+
[
−χ(Σ)

2

]
|Ih1
|+
[
−χ(Σ)

2

]
Kh2

+ |Ih2
|+
[
−χ(Σ)

2

]
|Ih2
|+
[
−χ(Σ)

2

]
 .

In particular, if h1, h2 ≥ 1, then β̃q(γ?,ρ,α̃) 6= 0 for some q 6= 0.
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7 Examples and conclusion

Before proving the main results of this paper, let us see some examples of how they can be
applied in dependence of the points pj and the coefficients αij . Since the condition (7) only
depends on the α̃il, for simplicity we will take all the αij to be negative.

Example 7.1.
Consider, for instance, the case of four singular points p11, p12, p21, p22, two of which hav-

ing negative singularities α̃11 = −3

4
, α̃12 = −1

3
for the first component, and the others having

negative coefficients α̃21 = −1

2
, α̃22 = −1

4
for the second component.

What are the possible values ρ1, ρ2 which yield condition (7)? For ρ1 we have to verify
the condition with I1 = ∅ and I1 = {2}, since we only have two points; therefore, ρ1 has

to be either between K and K + 1 + α̃11 = K +
1

4
or between K + 1 + α̃12 = K +

2

3
and

K + 2 + α̃21 + α̃22 = K +
11

12
for some integer K. Hence, the admissible range for ρ1 is

the union of the intervals

4π

(
0,

1

4

)
∪ 4π

(
2

3
,

11

12

)
∪ 4π

(
1, 1 +

1

4

)
∪ 4π

(
1 +

2

3
, 1 +

11

12

)
∪ . . . .

Concerning ρ2, we can choose again I2 = ∅ or I2 = {2}; as before, we get that ρ2 must lie in

an interval of the kind

(
K,K +

1

2

)
or

(
K +

3

4
,K +

5

4

)
for some integer K; anyway, the

latter interval overlaps

(
K + 1,K + 1 +

1

2

)
, so the range given by condition (7) for ρ2 can

be written as

4π

(
0,

1

2

)
∪ 4π

(
3

4
,

3

2

)
∪ π

(
1 +

3

4
, 1 +

3

2

)
∪ π

(
2 +

3

4
, 2 +

3

2

)
∪ . . . .

We are now in condition to finally prove the theorems stated in Section 1.

Proof of Theorem 1.1.
Suppose condition (7) holds. This means that (γi)ρi,α̃i contains the stratum γKi,Ii and does

not contain (γi)
Ki,Ii∪{1}, for both i = 1, 2. This stratum has to be contained in a maximal

one (γi)
K′i,I

′
i with 1 6∈ I ′i, since otherwise we would have (γi)

Ki,Ii∪{1} ⊂ (γi)
K′i,I

′
i ⊂ (γi)ρi,α̃i .

Therefore, by Lemma 6.3, both (γi)ρi,α̃i ’s have non-trivial homology. Moreover, Corollary
6.4 ensures that γ?,ρ,α̃ has non-trivial homology as well, and by Corollary 5.4 the same holds
for J−Lρ if L is large enough.

Suppose now that the system (4) has no solutions. Then, by Lemma 2.12, J−Lρ should be a

deformation retract of JLρ for any L. On the other hand, Corollary 2.13 says that for large L

the sub-level JLρ is contractible, whereas J−Lρ cannot be, having some non-trivial homology
groups. Therefore, we are contradicting the assumption of having no solutions.

Proof of Theorem 1.2.
Under the assumptions of the theorem, we can decompose each (γi)ρi,α̃i in maximal strata

(γi)ρi,α̃i =

Hi⋃
hi=1

γKhi ,Ihi ∪
H′i⋃
h′i=1

γ
K′
h′
i
,I′
h′
i .
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Take D as the set of initial data such that Jρ is a Morse function, which by Lemma 2.15 is
a dense open set. Applying Lemma 2.14 and Corollaries 5.4 and 6.1 we get

#Solutions of (4) ≥
+∞∑
q=0

β̃q
(
J−Lρ

)
≥

+∞∑
q=0

β̃q(γ?,ρ,α̃)

≥
∑
h1,h2

Kh1 + |Ih1 |+
[
−χ(Σ)

2

]
|Ih1
|+
[
−χ(Σ)

2

]
Kh2 + |Ih2 |+

[
−χ(Σ)

2

]
|Ih2
|+
[
−χ(Σ)

2

]
 ,

that is the thesis of Theorem 1.2.

Proof of Theorem 1.4.
Due to the assumption ρ2 < 4π(1 + α̂2), we can write

(γ2)ρ2,α̃2
:=

{∑
l∈I

s2lδp2l
; sl ≥ 0,

∑
l∈I

sl = 1, 4π
∑
l∈I

(1 + α̃2l) < ρ

}
.

If this set is not empty, that is if α̂2 > min
j
α2j , we can still consider Φλ as in Theorem 3.1,

since again, by construction, d(γ1, p2l) ≥ δ > 0 for any l ∈ {0, . . . , L2}.
Therefore we have, as in Theorem 3.1, a map Φ : γ?,ρ,α̃ → J−Lρ and, as in Theorem 5.1,

Ψ : J−Lρ → γ?,ρ,α̃ such that Ψ ◦ Φ ' Idγ?,ρ,α̃ . Hence, the sublevels inherit the homology of
the join, so existence and multiplicity of solutions follow by the estimating the Betti numbers
as in Theorem 6.1.

On the other hand, if α̂2 = min
j
α2j , then the set (γ2)ρ2,α̃2

is empty. However, Φλ can still be

defined on (γ1)ρ1,α̃1
by restricting the map in Theorem 3.1 to the end t = 0 of the join. Since

we are just considering a restriction of the map, the estimates of the theorem still hold.
Moreover, being ρ2 small enough, Lemma 4.5 can only hold for i = 1, so in Theorem 4.1
we must have f1,u to be arbitrarily close to Σρ1,α̃1

as Jρ is lower. Therefore, we can define
Ψ : J−Lρ → (γ1)ρ1,α̃1

by Ψ(u) = (Π1)∗ψ1(f1,u) (with ψ1 := ψρ1,α̃1
as in Lemma 2.7).

A homotopy map between Ψ ◦ Φ and Id(γ1)ρ1,α̃1
is given by restricting to t = 0 the map

H defined in the proof of Theorem 5.1. Therefore, we can again deduce existence and
multiplicity of solution by estimating the number of solutions as in Section 6.

Proof of Theorem 1.5.
From the upper bound on ρ1 and ρ2, the elements in the barycenter sets Σρi,α̃i can be written
in the simpler form

Σρi,α̃i :=

{∑
l∈Ii

silδpil ; sil ≥ 0,
∑
l∈Ii

sil = 1, 4π
∑
l∈Ii

(1 + α̃il) < ρ

}
.

We will assume both of these barycenter sets to be non-empty, since if one is empty we can
modify the argument as in the proof of Theorem 1.4 and if both are empty we are in the
coercive case covered by Corollary 2.4.
As in Theorem 3.1, we can build a map Φλ from the join Σ?,ρ,α̃ = Σρ1,α̃1

? Σρ2,α̃2
by simply

restricting the original Φλ to these particular types of barycenters.
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Since d(p1l, p2l′) ≥ δ > 0 for any l, l′, with the same argument we get Φλ →
λ→+∞

−∞ uni-

formly.
Moreover, from Theorem 4.1 (which also works when g(Σ) = 0), we get that fi,u is ε-close to
Σρi,α̃i for some i = 1, 2, so we can build a map Ψ : J−Lρ → Σ?,ρ,α̃ by taking t̃ as in (41) and
setting

Ψ(u) :=
(
1− t̃

)
ψ1(f1,u) + t̃ψ2(f2,u).

In the same way as in Theorem 5.1 we also prove the homotopy equivalence between Ψ ◦ Φ
and IdΣ?,ρ,α̃ , so the sublevels inherit the homology of the join. We finally obtain the existence
and multiplicity result by estimating its homology groups through Theorem 6.1.
We can apply the latter theorem because, since regular points are not allowed in Σρi,α̃i , this
set coincides with (γi)ρi,α̃i for any simple closed curve γi (or also any subset of Σ) which
contains the points {pi1, . . . , piLi}.
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and their Applications, 72. Birkhäuser Boston Inc., Boston, MA, 2008. An analytical
approach.

[42] G. Tarantello. Analytical, geometrical and topological aspects of a class of mean field
equations on surfaces. Discrete Contin. Dyn. Syst., 28(3):931–973, 2010.

[43] M. Troyanov. Prescribing curvature on compact surfaces with conical singularities.
Trans. Amer. Math. Soc., 324(2):793–821, 1991.

[44] Y. Yang. Solitons in field theory and nonlinear analysis. Springer Monographs in Math-
ematics. Springer-Verlag, New York, 2001.

37


	1 Introduction
	2 Notation and preliminaries
	3 Mapping weighted barycenters into sub-levels of J
	4 Analysis of sub-levels and improved Moser-Trudinger inequalities
	5 Mapping sub-levels into weighted barycenters
	6 The weighted barycenter sets
	7 Examples and conclusion

