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ABSTRACT: Here, we investigate PVT solutions based on multi-constellation receivers and dedicated
augmentation networks allowing to determine the track on which a train is operating with a very high safety Integrity
level. Because the time needed to accomplish this task has a relevant impact on the rail trafficmanagement performance
and, therefore, it is considered a key performance indicator by rail infrastructure managers, a double frequency solution
is investigated. Particularly, we focus our attention on the advantages of relative positioning solutions, based onDouble-
Difference Wide-Laning Carrier Phase measurement combination, exploiting the fact that the train location is
completely determined by its mileage due to the track constraint, to speed up track discrimination. No ambiguity fix
is required at this scope. Here, a detailed description of the overall processing and achievable performance is given.
Performance assessment is provided by means of Monte Carlo simulations based on observations recorded on field
campaigns.# 2018 The Authors. Navigation published by Wiley Periodicals, Inc. on behalf of Institute of Navigation.

INTRODUCTION

Integration of GNSS technologies into modern
train control systems may produce a yearly rate of
railway market expansion 1.5 times higher than
the one that would have been derived by the
adoption of traditional track-side technology. The
cost saving has particular impact on the regional/
local lines for which current location technologies,
based on transponders, named balises, installed
along the tracks at georeferenced sites, are not
economically sustainable. This fact has motivated
the adoption by the European Union Agency for
Railways (formerly European Railways Agency) of
the EGNSS (European Global Navigation Satellite
Systems) assets into the European Rail Train

Management System (ERTMS) Train Control
System (TCS) platform [1].
However, GNSS-based train location determination

solutions will succeed in replacing the current
technologies based on balises and track circuits if,
and only if, it will be cost-effective. To this end,
recently both ESA (European Space Agency) and
GSA (European GNSS Agency) fostered several
projects (e.g., 3Insat, ERSAT EAV, RHINOS, and
STARS) aimed at the development and certification
of solutions compliant with the next release of the
ERTMS standard incorporating GNSS technologies.
Considering that during normal operational

conditions, track-side equipment foreseen by
ERTMS (Level 2), like track circuits, allows for
determination of which track the train lies on, the
attention of scientists and manufacturers has been
focused on the task of determining the current train
mileage (in mathematical terms, the curvilinear
coordinate) with respect to the known track.
The main challenge, in this case, is to provide a

cost-effective solution compliant with the severe
rail integrity requirements asking for a Tolerable
Hazard Rate not exceeding 10E-9 Hazard/h, at
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system level. The outcomes of those projects indicate
that adoption of multi-constellation receivers and
next generation Wide Area Augmentation Systems,
like the American WAAS and the European
EGNOS, should guarantee the medium accuracy
necessary for an effective and safe control of train
traffic, when the train itinerary (i.e., the ordered
sequence of tracks) is known by other means [1–3].
However, cases in which it is not possible to

determine, with an acceptable confidence level, the
starting track occupied by the train, by means of
the current track side equipment still exists. For this
reason, at the start of missions, trains have to run in
Staff Responsible Mode (SRM) until the first group of
transpoders (eurobalises) is met and its identity is
verified by the Control Center (i.e., the Radio Block
Center).
Since SRM implies very low average speeds (e.g.,

<40 km/h) and very low accelerations, this fact
produces a waste of time, and thenmoney, every time
a service starts. Thus, rail infrastructure managers
(like RFI in Italy) are starting to ask for GNSS-based
solutions able to determine the track occupied by the
train without the need for installing physical balises.
As observed in [4], track discrimination based on

code pseudoranges that do not explicitly account
for the track constraint may exhibit very poor
performance. Although PVT algorithms that impose
the track constraint and make use of multiple
independent measures at different epochs for
improving performance can be designed, the time
needed to guarantee the required Integrity is of
major concern.
The train moving on the track is characterized by

a harsh environment (multipath, foliage, shadowing,
high dynamics). While for RTK positioning, standard
Carrier Phase Ambiguity Decorrelation techniques
can be used for fast high precision solutions [5–10],
the time needed for the On-Board Unit (OBU) for
fixing integer ambiguities and the relevant portion
of floating solutions [11–13] leads to the need for
the investigation of alternative PVT means without
ambiguity fixing.
Thus, in this paper, we investigate an innovative

PVT solution based on multi-constellation receivers
and dedicated augmentation networks that allow
determination of the unknown track at the start of
mission with the required integrity in a very short
time. In particular, we focus our attention on relative
positioning, based on Double-Difference Wide-
Laning Carrier Phase measurement combination
that benefits from the constraint represented by the
track for the train location, in order to speed up
track discrimination. No ambiguity fix is required
at this point.
In this contribution, a detailed description of the

overall processing and achievable performance is
given. Assessment of the performance is provided

by means of Monte Carlo simulations making
use of observations recorded in the framework of
the European Union Horizon 2020 Galileo-2014-1
ERSAT EAV Project.

A TRACK DISCRIMINATION METHOD BASED ON
HYPOTHESIS TESTING

In the presence of multiple tracks, PVT estimation
can be formulated as a combination of hypothesis
testing (i.e., which is the current track in use by the
train) and parameter estimation (i.e., given a track,
what is the train mileage?). However, the mileage
of a train can be considered an unknown random
parameter, similarly to what happens in the radar
detection of targets whose range and velocity are
unknown. In this case, as suggested in [14, 15], we
can apply the generalized likelihood ratio test, as
defined in [16].

Therefore, assuming that the train can be located
along one of M tracks and considering the kth
hypothesis as corresponding to the kth track,
extending the approach proposed in [4, 17, 18] by
the authors for code processing,

• We first estimate, for each candidate track, and
for each phase ambiguity set, the curvilinear
abscissa of the receiver by means of a weighted
least square estimator (WLSE), assuming that
the corresponding hypothesis is true.

• We then use these conditional estimates to
compute the measurement residuals associated
with each hypothesis and, from them, the
likelihood of each track.

Those likelihoods are then combined in generalized
log-likelihood ratio tests to detect the current
track. In fact, assuming that the hypotheses are
uniformly distributed, the track detection rule
selects the hypothesis corresponding to the largest
of them.

Moreover, multiple observations can be combined
as in [4]. Since the generalized log-likelihood ratio
magnitudes provide information about the reliability
of the decision, their values are compared with
thresholds to verify that enough information has
been acquired before a decision on which track the
train is lying is made.

For each track, the PVT estimate is computed by
solving a set of nonlinear equations relating the
observables (e.g., pseudoranges and carrier phases)
to the train mileage and phase ambiguities by means
of an iterative procedure, accounting for the different
statistics of the equivalent measurement noise due
to both satellite elevation and signal characteristics
specific to each constellation.

In the next sections, a detailed description of the
overall processing and achievable performance is
given.
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The ERTMS Safety Integrity requirements ask
for a rate of deciding the wrong track to be lower
than 10E-9 error/h. To understand the impact of
such a requirement on the accuracy of the GNSS-
based train location determination system, when
no other means for track discrimination are
employed, let us examine first, the suboptimal
solution that decides on which track the train is
lying. We first compute the receiver location
without imposing any track constraint and then
search for the track nearest to the estimated train
position.

As illustrated in Figure 1, in this case, a wrong
decision is taken as soon as the position error
component in the across-track direction exceeds half
the inter-distance W between tracks, and no timely
warning is provided. This means that, in this case,
the Alert Limit AL equals W/2. Considering that
the inter-distance W is just a few meters (e.g., 3 m),
and assuming that one independent decision is
taken every second, a standard deviation of the
Gaussian distribution over-bounding the across-
track position error component distribution of about
20 cm would be needed.

This requirement can be partially mitigated by
combining the decisions based on two or more
different constellations (e.g., GPS and GALILEO)
by means of an N out of N (NooN) logic. In fact, in
this case, a wrong decision is made only when all
decisions are wrong and coincident. Thus, the
probability that an NooN system will provide a

wrong decision is bounded by the product of the
discrimination error probabilities of the single-
constellation detectors.
Therefore, an overall track discrimination error

rate of 10�9 error/h can be obtained by combining,
with a 2oo2 logic, the outputs of two independent
discriminators, using different constellations,
having a discrimination error rate of 3.3 × 10�5

error/h. This in turn implies that, for an inter-
distance W = 3 m, the standard deviation of the
over-bounding Gaussian distribution should not
exceed about 30 cm. Let us observe that when one
of the two decisions is wrong, the 2oo2 logic will set
the decision as unavailable. Considering that the
probability of this event is given by the sum of the
error probabilities of the two detectors minus their
product, the rate of the decision unavailable event
is 6.6 × 10�5 event/h. Then, based on that and
considering that the actual procedure for the
Start of Mission based on the physical balises has a
duration of tens of seconds, the increment by one
epoch (e.g., 1 s if the receiver is operating at 1 Hz)
of the additional latency in GNSS-based track
discrimination due to the unavailability is
completely negligible.

TRACK CONSTRAINED DOUBLE-DIFFERENCE
PVT EQUATIONS

To shorten the time needed to provide a decision
about the train’s track, in the following, we analyze
the case of a two frequency receiver. Since
centimeter accuracy is not requested, to avoid the
risk of time propagation of wrong decisions caused
by local hazards, like multipath, we focus our
attention on memoryless solutions, separately
processing the Signal In Space of each epoch. Thus,
Kalman filtering is not employed.
Since the train is constrained to stay on track, at

the kth epoch, the location of the OBU receiver
XTrain kð Þis completely determined by the knowledge
of its curvilinear abscissa s(k), referred in the
following as train mileage, defined on the
georeferenced railway track. Then, given the mileage
s(k), the Cartesian coordinates of the location of
the receiver are described by the parametric
equation:

XTrain kð Þ ¼ XTrain s kð Þ½ �: (1)

As detailed in Appendix A, truncating to the first
order, the Taylor series expansion of the geometric
range equations around the point XTrain ŝ0 kð Þ� �

,
corresponding to the initial guess ŝ0 kð Þof the train
location, leads to the following double-difference
measurement equations

Fig. 1–Parallel track discrimination. [Color figure can be viewed at
wileyonlinelibrary.com and www.ion.org]
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∇ΔP1

∇ΔP2

∇ΔL1

∇ΔL2

2666664

3777775�

∇Δr ŝ 0
� �

∇Δr ŝ 0
� �

∇Δr ŝ 0
� �

∇Δr ŝ 0
� �

26666664

37777775�

∇Δβ̂
P
1 þ c∇ΔÎ1 þ c∇ΔT̂

∇Δβ̂
P
2 þ c∇ΔÎ2 þ c∇ΔT̂

∇Δβ̂
ϕ
1 � c∇ΔÎ1 þ c∇ΔT̂

∇Δβ̂
ϕ
2 � c∇ΔÎ2 þ c∇ΔT̂

266666664

377777775 ¼

¼

HG ŝ 0
� �

0 0

HG ŝ 0
� �

0 0

HG ŝ 0
� �

λ1I 0

HG ŝ 0
� �

0 λ2I

26666664

37777775
Δs

∇ΔNϕ
1

∇ΔNϕ
2

2664
3775þ

∇ΔnP1

∇ΔnP2

λ1∇Δnϕ1

λ2∇Δnϕ2

26666664

37777775;

(2)

where

• ∇ΔPi and ∇ΔLi = λi∇Δϕi are the column arrays of
the double differences of the code and carrier
phase pseudoranges expressed in meters, at
frequency fi;

• ∇Δr ŝ0
� �

are the column arrays of the double
differences of the geometric distances of the
satellites from the Master Station (MS) receiver
and from the point XTrain ŝ0 kð Þ� �

computed on the
basis of the best available models for the
satellite position;

• Δs ¼ s� ŝ0 is the incremental mileage of the
train with respect to ŝ0;

• H is the observation matrix of the ordinary (i.e.,
unconstrained) double-difference equations,
given by (A-17);

• G ŝ0
� �

is the unit vector of the along-track
direction at the mileage ŝ0:

G ŝ 0
� � ¼ ∂XTrain

∂s

� �
s¼ŝ 0

; (3)

• ∇ΔNϕ
i are the double differences of the carrier

phase offsets (in multiples of the wavelength)
at frequency fi;

• ∇ΔnPi and ∇Δnϕi are the double differences of the
errors of the time of arrival estimation
algorithm, generated by multipath, GNSS
receiver thermal noise, and eventual radio
frequency interference, respectively, at the MS
and the OBU GNSS receiver, modeled as
Gaussian Random processes with covariance
matrices given by (A-20);

• ∇Δβ̂Pi and ∇Δβ̂ϕi are the estimates of the double
differences of the biases, accounting for
differences in latency and delay among
channels, at both sides, satellite and receiver,
as well as the wind-up effect and antenna phase
center positions; and

• ∇ΔÎi and ∇ΔT̂ are the estimates of the
double differences of the ionospheric and

tropospheric delays estimated from the best
available models.

At the first epoch, ŝ0 kð Þ can be set equal to the
mileage of the track’s point nearest the reference
station. Then, the estimate at the previous epoch
can be used.

In principle, since ∇ΔNϕ
i , representing the double

differences of the initial phase ambiguities, are
integer numbers, we could resort to the LAMBDA
method, [5], and its variants, [6, 7], to solve (2).
On the other hand, the probability of successfully
fixing the ambiguities decreases with the increase
of their number. Therefore, several methods to
select the subset to fix have been proposed [8],
including those trying to fix only the Wide Lane
(WL) ambiguities [9, 10].

Although the track detector proposed here does
not need to fix ambiguities, its complexity still
depends on the number of different hypotheses
concerning the initial phase ambiguity double
differences for which the a posteriori probability
has to be computed. Thus, as a trade-off between
computational complexity and position accuracy,
considering that in ERTMS, a centimeter
accuracy is not required, we resort here to the
use of the Wide Lane (WL) combination ∇ΔLWL

[19], with

∇ΔLWL ¼ f 1∇ΔL1 � f 2∇ΔL2

f 1 � f 2
: (4)

The rationale for this choice stems from the fact
that, as far as ambiguity fixing is concerned, the
longer wavelength of the GPS WL observations
(86.2 cm), compared to GPS L1 (19.3 cm), has the
effect of reducing the time to fix them [10]. Thus,
we conjectured that a similar effect would arise in
the case of computation of the generalized
likelihood ratio.

Similarly, considering that for the GPS
constellation and the L1 and L2C pair of
frequencies, the standard deviation of the WL
combination is about 5.74 times the standard
deviation of each component (supposed to be
equal), while the standard deviation of the Narrow
Lane (NL) combination is about 0.71 times the
standard deviation of each component, we resort
here to the use of the NL combination ∇ΔPNL

[19], with

∇ΔPNL ¼ f 1∇ΔP1 þ f 2∇ΔP2

f 1 þ f 2
: (5)

From (2), (6), and (7), it follows that the
measurement equations associated with ∇ΔLWL

and ∇ΔPNL are
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∇ΔPNL

∇ΔLWL

" #
�

∇Δr ŝ 0
� �

∇Δr ŝ 0
� �

24 35�
∇Δβ̂

P
NL þ c∇ΔÎNL þ c∇ΔT̂

∇Δβ̂
ϕ
WL � c∇ΔÎWL þ c∇ΔT̂

24 35 ¼

¼
HG ŝ 0

� �
0

HG ŝ 0
� �

λWLI

24 35 Δs

∇ΔNϕ
WL

" #
þ

∇ΔnPNL

λWL∇ΔnϕWL

" #
:

(6)

One advantage of the use of the pair (∇ΔLWL,
∇ΔPNL) is that an initial estimate of the phase
ambiguities range can be obtained by the
Melbourne–Wübbena combination BMW, defined as
follows [19]:

BMW ¼ LWL � PNL: (7)

In fact, as can be easily verified also from (6),

∇ΔBMW ¼ ∇ΔLWL � ∇ΔPNL ¼ λWL∇ΔNϕ
WL þ

þ ∇Δβ̂
ϕ
WL � ∇Δβ̂PNL

� 	
� c ∇ΔÎWL þ ∇ΔÎNL

� �þ nMW ;

(8)

where

nMW ¼ ∇ΔnPNL � λWL∇ΔnϕWL (9)

is the equivalent measurement noise on the
Melbourne–Wübbena double differences.

As detailed in the next section, computation of the
generalized likelihood ratio requires the evaluation
of the estimate ŝ

∇ΔeNϕ

WL

of the trainmileage conditioned

to a given phase ambiguity ∇ΔeNϕ
WL . Based on (6),

ŝ
∇ΔeNϕ

WL

is obtained by solving the linear system:

zP
zL

� �
¼ I

I

� �
HG ŝ 0

� �
Δŝ

∇ΔeNϕ
WL

þ ∇ΔnPNL

λWL∇ΔnϕWL

" #
; (10)

where

zP
zL

� �
≜

∇ΔPNL

∇ΔLWL

� �
� 0

λWLI

� �
∇ΔeNϕ

WL � ∇Δr ŝ 0
� �

∇Δr ŝ 0
� �" #

� ∇Δβ̂PNL þ c∇ΔÎNL þ c∇ΔT̂

∇Δβ̂ϕWL � c∇ΔÎWL þ c∇ΔT̂

" #
(11)

and then computing ŝ
∇ΔeNϕ

WL

¼ ŝ 0 þ Δŝ
∇ΔeNϕ

WL

.

Let RPNL be the covariance matrix of ∇ΔnPNL and
RLWL be the covariance matrix of λWL∇ΔnϕWL . Then,
when the weighted least square method is applied,
the train mileage can be updated as follows:

Δŝ
∇ΔeNϕ

WL

¼ K
zP
zL

� �
; (12)

where

K ¼ GT ŝ 0
� �

HT R�1
PNL

þ R�1
LWL

� 	
HG ŝ 0

� �n o�1

GT ŝ 0
� �

HT R�1
PNL

R�1
LWL

h i
:

(13)

In addition, for the variance of the estimate, we
obtain:

σ2Δŝ ¼ GT ŝ 0
� �

HT R�1
PNL

þ R�1
LWL

� 	
HG ŝ 0

� �n o�1
: (14)

Let us observe that when

RPNL ¼ γPLRLWL ; (15)

the estimate Δŝ
∇ΔeNϕ

WL

, given by (12), can be written as
follows:

Δŝ
∇ΔeNϕ

WL

¼ 1
1þ γPL

ΔŝP
∇ΔeNϕ

WL

þ γPLΔŝ
L

∇ΔeNϕ

WL


 �
(16)

as the linear combination of the estimate ΔŝP
∇ΔeNϕ

WL

based on ∇ΔPNL only and of the estimate ΔŝL
∇ΔeNϕ

WLbased only on ∇ΔLWL, respectively, given by

ΔŝP
∇ΔeNϕ

WL

¼ KPNLzP; (17)

ΔŝL
∇ΔeNϕ

WL

¼ KLWLzL; (18)

where

KPNL ¼ GT ŝ 0
� �

HTR�1
PNL

HG ŝ 0
� �n o�1

GT ŝ 0
� �

HTR�1
PNL

; (19)

KLWL ¼ GT ŝ 0
� �

HTR�1
LWL

HG ŝ 0
� �n o�1

GT ŝ 0
� �

HTR�1
LWL

:

(20)

In fact, substituting (15) in (13), it follows that

K ¼ 1
1þ γPL

KPNL

γPL
1þ γPL

KLWL

� �
: (21)

Usually γPL ≫ 1 and the contribution of the NL code
component is negligible. Thus, to reduce the
computational complexity, the train mileage
estimate based on the WL carrier measurements
only, after removing the ambiguities by means of
the MW combination, can be adopted, as confirmed
by the experimental results reported in section 6
(Experimental Results). Nevertheless, even in this
case, the NL code pseudorange residuals still
contribute to the track discrimination, as illustrated
in the next section.

TRACK DETECTOR

For sake of compactness, in the following, we will
denote with ∇ΔR the GNSS observables employed
for the track discrimination and train location
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determination, so that, when the pair ∇ΔLWL and
∇ΔPNL is employed, we have

∇ΔR ¼ ∇ΔPNL

∇ΔLWL

� �
: (22)

Then, assuming that there are M tracks on which
the train may lie, denoting with Hk the hypothesis
corresponding to the kth track, the generalized
likelihood ratio Λk(∇ΔR) corresponding toHk is given
by the conditional probability density function of the
observables p∇ΔR=Hk

∇ΔR=Hkð Þ with respect to the kth
hypothesis Hk divided by any arbitrary function that
does not depend on Hk (see [16]):

Λk ∇ΔRð Þ ¼ p∇ΔR=Hk
∇ΔR=Hkð Þ

w ∇ΔRð Þ : (23)

Assuming that the tracks are a priori identically
distributed, the Bayesian (optimal) track detection
rule selects the hypothesis corresponding to the
largest Λk(∇ΔR).
However, considering that there is an additional

set of unknowns given by the initial phase ambiguity
double differences, we can rewrite Equation (23) as
follows:
Λk ∇ΔRð Þ ¼
¼ ∑

∇ΔeNϕ

WL

p
∇ΔR=Hk;∇ΔeNWL

ϕ ∇ΔR=Hk;∇ΔeNϕ
WL

� 	
P ∇ΔeNϕ

WL=Hk

� 	
w ∇ΔRð Þ :

(24)

On the other hand, we can assume the statistical
independence between the initial phase ambiguities
and the track on which the train is lying, so that
we can write:

Λk ∇ΔRð Þ ¼
¼ ∑

∇ΔeNϕ

WL

p
∇ΔR=Hk;∇ΔeNWL

ϕ ∇ΔR=Hk;∇ΔeNϕ
WL

� 	
P ∇ΔeNϕ

WL

� 	
w ∇ΔRð Þ :

(25)

Thus, proceeding as in [16], we first estimate the
train mileage under the hypothesis that Hk and

∇ΔeNϕ
WL are true, and then, we use these estimates,

let’s say ŝ
Hk;∇ΔeNϕ

WL

in a likelihood ratio test, as if they

were correct. Thus, for eachhypothesis and each set of
phase ambiguity double differences, we compute the
generalized likelihood functional eΛk ∇ΔRð Þ as follows:

eΛk ∇ΔRð Þ ¼

¼

∑

∇ΔeNϕ

WL

p
∇ΔR=Hk;∇ΔeNϕ

WL

∇ΔR=ŝ
Hk;∇ΔeNϕ

WL

;Hk;∇ΔeNϕ
WL


 �
P ∇ΔeNϕ

WL=Hk

� 	
w ∇ΔRð Þ :

(26)

Then, we select the hypothesis corresponding to
the largest generalized likelihood functional.

Since conditioned to the kth hypothesis, and to the

phase ambiguity ∇ΔeNϕ
WL, ∇ΔR is a Gaussian random

variable with (conditional) expectation

E ∇ΔR=ŝ
Hk;∇ΔeNϕ

WL

;Hk;∇ΔeNϕ
WL

� 

¼

∇Δr ŝ
Hk;∇ΔeNϕ

WL


 �
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Hk;∇ΔeNϕ

WL


 �
26664

37775
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" #
þ 0
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� �
∇ΔeNϕ
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and covariance matrix

Cov ∇ΔR=ŝ
Hk;∇ΔeNϕ

WL

;Hk;∇ΔeNϕ
WL

� 

¼ RνWL ; (28)

we select

w ∇ΔRð Þ ¼ 1

2πð Þ2 Nsat�1ð Þ det RνWLð Þ
h i : (29)

Then, denoting with ν
sHk

;∇ΔeNϕ
WL

the vector

ν
sHk

;∇ΔeNϕ

WL

¼ ∇ΔR�
∇Δr sHkð Þ
∇Δr sHkð Þ

" #
�

∇Δβ̂
P
NL þ c∇ΔÎNL þ c∇ΔT̂

∇Δβ̂
ϕ
WL � c∇ΔÎWL þ c∇ΔT̂

24 35�
0

λWLI

" #
∇ΔeNϕ
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(30)

we haveeΛk ∇ΔRð Þ ¼

¼ Max
sHk

∑
∇ΔeNϕ

WL

exp � 1
2
νT
sHk

;∇ΔeNϕ

WL

R�1
νWL

ν
sHk

;∇ΔeNϕ
WL

( )
P ∇ΔeNϕ

WL

� 	
:

(31)

Considering that in (24), each addendum is
nonnegative, the estimate ŝ

Hk;∇ΔeNϕ

WL

of sHk employed

in track detection is the one for which each
addendum is maximum, i.e.,

ŝ
Hk;∇ΔeNϕ

WL

¼ Arg Min
sHk

νT
sHk

;∇ΔeNϕ

WL

R�1
νWL

ν
sHk

;∇ΔeNϕ

WL

" #( )
: (32)

Thus, for each potential phase ambiguity ∇ΔeNϕ
WL,

we first compute ŝ
Hk;∇ΔeNϕ

WL

by means of Equation (12).

Then, we compute the corresponding residual vector
ν̂
ŝ
Hk ;∇ΔN

ϕ
WL

;∇ΔeNϕ
WL

by means of Equation (30) by setting

sHk ¼ ŝ
Hk;∇ΔeNϕ

WL

.
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The corresponding computational chain is
illustrated in Figure 2. Here, ∇Δr hð Þ

Hk
ŝ0
� �

denotes the
geometric range double difference referring to the
point of the kth track with mileage ŝ0 . Differences
between ∇Δr hð Þ

Hk
ŝ0
� �

and ∇Δr hð Þ
Hh

ŝ0
� �

are analyzed in
Appendix B (see (B-6)).

Finally, we evaluate the generalized likelihood
ratio eΛk ∇ΔRð Þ as

eΛk ∇ΔRð Þ ¼ ∑
∇ΔeNϕ

WL∈χϕ

exp � 1
2

ν̂
ŝ
Hk ;∇ΔeNϕ

WL

;∇ΔeNϕ
WL

������
������
2

R�1
νWL

8><>:
9>=>;P ∇ΔeNϕ

WL

� 	
;

(33)

where ν̂ŝ
Hk ;∇ΔN

ϕ
WL

;∇ΔNϕ
WL

���� ����2
R�1

νWL

is the weighted squared

L2 norm of the residual with weight R�1
νWL

:

ν̂ŝ
Hk ;∇ΔN

ϕ
WL

;∇ΔNϕ
WL

���� ����2
R�1

νWL

¼ ν̂T
ŝ
Hk ;∇ΔN

ϕ
WL

;∇ΔNϕ
WL
R�1

νWL
ν̂ŝ

Hk ;∇ΔN
ϕ
WL

;∇ΔNϕ
WL
:

(34)

Then, the track detector will select the track with
the largest eΛk ∇ΔRð Þ. Concerning the set χϕ of Double
Difference ambiguities employed in the computation

of the generalized likelihood ratio (33), we restrict
the computation to the set

χϕ ΔMWð Þ ¼ ∇ΔBMWb c � ΔMW ; ∇ΔBMWd e þ ΔMW½ �;
(35)

where bxc is the greatest integer less than or equal
to x, and ⌈x⌉ is the least integer greater than or
equal to x. The parameter δMW that controls the
cardinality of Γϕ is selected in accordance to
the probability of including the true ambiguity in
the computation, similarly to what was performed
in the LAMBDA method to select the search set.
In the experiments reported in section 6
(Experimental Results), considering that the
receiver noise is low enough, δMW has been set to 1.
Let us observe that factoring R�1

νWL
as R�1

νWL
¼

CT
νWL

CνWL , we can rewrite the generalized likelihood
ratio Λk(∇ΔR) in terms of a normalized residual
vector with uncorrelated components with unit
variance defined as follows:

ζ
ŝ
Hk ;∇ΔeNϕ

WL

;∇ΔeNϕ

WL

≅CνWL ν̂ŝ
Hk ;∇ΔeNϕ

WL

;∇ΔeNϕ
WL:

(36)

In fact from (34) and (36), we have

ν̂
ŝ
Hk ;∇Δ Ñ

ϕ
WL

;∇ΔeNϕ
WL

�����
�����
2

R�1
νWL

¼ ν̂T
ŝ
Hk ;∇Δ Ñ

ϕ
WL

;∇ΔeNϕ
WL

CT
νWL

 !

CνWL ν̂ŝ
Hk ;∇Δ Ñ

ϕ
WL

;∇ΔeNϕ
WL

 !
¼ ζ

ŝ
Hk ;∇Δ Ñ

ϕ
WL

;∇ΔeNϕ
WL

�����
�����
2

(37)

so that

eΛk ∇ΔRð Þ ¼ ∑
∇ΔeNϕ

WL∈χϕ

exp � 1
2

ζ
ŝ
Hk ;∇ΔeNϕ

WL

;∇ΔeNϕ
WL

������
������
28<:
9=;P ∇ΔeNϕ

WL

� 	
:

(38)

In addition, the a posteriori probability of each
hypothesis is approximated as follows:

Prob Hk=∇ΔRf g ¼
∑

∇ΔeNϕ

WL∈χϕ

exp � 1
2 ζ

ŝ
Hk ;∇ΔeNϕ

WL

;∇ΔeNϕ

WL

������
������
28<:
9=;P ∇ΔeNϕ

WL

� 	

∑
m

∑
∇ΔeNϕ

WL∈χϕ

exp � 1
2

ζ
ŝ
Hm ;∇ΔeNϕ

WL

;∇ΔeNϕ

WL

������
������
28<:
9=;P ∇ΔeNϕ

WL

� 	 :

(39)

TRACK DETECTOR PERFORMANCE

For the evaluation of the performance of the track
detector, let us observe that, denoting with Peh , the
probability of declaring that a train is on a wrong
track conditioned to the event that the hth
hypothesis is true and assuming a priori that the

Fig. 2–Mileage and residual computational chain. [Color figure
can be viewed at wileyonlinelibrary.com and www.ion.org]
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M hypotheses are identically distributed, the error
probability Pe of the track detector can be computed
as follows:

Pe ¼ ∑
M

h¼1

1
M

Peh : (40)

With reference to Figure 3, where the M tracks
have been indexed from 1 to M, starting from left to
right, we observe that for the computation of Peh ,
two different cases have to be accounted for either
all the remaining tracks fall on the same side of the
“true” track (corresponding to the hypotheses h = 1
and h = M) or the remaining tracks fall on both sides
of the “true” track (corresponding to 1 < h < M).
Thus, denoting with Pþ

eh
and P�

eh
, the probability of

deciding a wrong track respectively on the right side
and on the left side of the true one, for the error
probability, we have

Pe ¼ Pþ
e1
þ ∑

M�1

h¼2

1
M

P�
eh
þ Pþ

eh

� 	
þ P�

eM
: (41)

As detailed in Appendix B, Pþ
eh

and P�
eh

can be
computed in a compact and meaningful way under
the condition, met in practice, that the set of Double
Difference ambiguities employed in the computation
of the generalized likelihood ratio is the set χϕ(δMW)
as defined in (35), with δMW ≤ 2. In fact under this
condition, we may approximate the error probability
as follows (see Equation (B-19)):

P±
eh
≅
1
2
erfc

Γh±1dh±1; h
�� ��

2
ffiffiffi
2

p
� 


; (42)

where, as illustrated in Figure 3, dk, h is the offset
between the hth and the kth track, Γh is the matrix
(see (B-9))

Γk ¼ �Cν I�HHhGHhKHhð Þ I

I

� �
S jð ÞEHk (43)

and erfc( ) is the complementary error function, i.e.,

erfc xð Þ ¼ 2ffiffiffi
π

p ∫
∞
x e

�t2dt: (44)

In particular, for M parallel tracks with the same
inter-axis distance Δd, we have:

Pe≅ 1� 1
M


 �
erfc

Γhe⊥k k
2
ffiffiffi
2

p Δd
� 


: (45)

where e⊥ is the unit vector coplanar with the M
tracks and orthogonal to the track tangent.

EXPERIMENTAL RESULTS

In order to test the developed algorithm for
parallel track discrimination, raw data coming from
the testbed installed in Sardinia (Italy) along the
railway Cagliari – San Gavino (50 km) of RFI (Rete
Ferroviaria Italiana) within the framework of the
European Horizon 2020 ERSAT EAV project have
been used (see Figure 4).

The testbed includes an augmentation network
named TAAN (Track Area Augmentation Network),
consisting of six Reference Stations deployed along
the railway as illustrated in Figure 4, a Radio Block
Center (RBC) deployed at the Cagliari Station
facilities, and an Ale.668 train equipped with on-
board equipment for train location determination,
ERTMS train control, and connection of the train
with the RBC.

The TAAN implements two layers of architecture
(Local Networks + EGNOS Augmentation messages
and relevant RIMS raw data) for Local Integrity
Monitoring and computation of the Pseudorange
corrections for the ERSAT EAV demonstration.

The Reference Stations have been installed on
Public Administration buildings, following usual
monumentation best practices, including Power
Supply and remote TCP/IP connection. The Network
is managed by the Sogei’s GRNet Control Centre
located in Rome (currently operating an institutional
augmentation network in the center of Italy) for real-
time monitoring, quality check, and hourly RINEX
raw data collections. Specifications of the multi-
constellation, multifrequency receivers are reported
in Table 1.

The Location Determination System installed on
board the train can employ several receivers. The
tests reported here have been performed by means
of a SEPTENTRIO ASTERX3 HDC receiver.

The results reported next refer to two different
data sets. Data set #1 makes use of the pseudoranges
collected by the Reference Stations located at the
Villasor and Sanluri sites, with baseline of about
22 km. In particular, the data recorded at the
Villasor site have been employed to feed the still

Fig. 3–Multiple tracks geometry. [Color figure can be viewed at
wileyonlinelibrary.com and www.ion.org]
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train On-Board Unit emulator. To stress the
performance validation, two parallel tracks with an
inter-axis distance of 2.4 m have been simulated
(compared to the larger value adopted in
conventional lines), denoted in the following as
Track #1 and Track #2. Track #1 is the track the
train is on. Usage of this data set is motivated by
the fact that the train location is completely known,
and therefore, computation of the position error
statistics is straight forward.

Data set #2 consists of data collected by the TAAN
and by the SEPTENTRIO ASTERX3 HDC receiver
installed on board the Ale.668 train during a run
from San Gavino station to Cagliari station. The
corresponding train mileage versus time is reported
in Figure 5. In this scenario, two parallel tracks with
an inter-axis distance of 3 m are present, with the
train running on Track #1.
As illustrated by Figures 6 and 7, where a 1-h

sample of the Melbourne–Wübbena combination

Table 1—Local Augmentation Reference Station
characteristics

Tracking channels 120 channels
GPS: L2, L2P, L2C, L5

GLONASS: L1 C/A, L2P, L2C
Galileo: E1, E5a, E5b, E5a + b

SBAS: WAAS, EGNOS, GAGAN,
MSAS

Measurements quality Very low noise GNSS carrier phase
measurements (RMS < 0.2 mm)

Fixed ambiguities RTK
positioning accuracy

10 mm + 1 ppm (horizontal)
10 mm + 1 ppm (vertical)

Antenna Standard Dorne Margoline with
choke ring antenna

Communication
protocols/standards

NTRIP 2.0, RTCM 3.1

Measurements update
rate

Up to 50 Hz

Fig. 5–Data set #2: Train mileage versus time.

Fig. 4–ERSAT EAV Local Augmentation Network. [Color figure can be viewed at wileyonlinelibrary.com and
www.ion.org]
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double differences, scaled by the wide-lane
wavelength (BMW/λWL) of data set #1, is reported, a
very low frequency component due to multipath can
affect the code channel. Nevertheless, noise
amplitude is small enough so that only a few
hypotheses may be considered for the receiver phase
ambiguities. In practice, for each visible satellite
whose elevation is large enough (e.g., >25°) to
guarantee that the multipath effect is negligible,
only two ambiguities corresponding to the ceiling
and to the floor of the double difference of the
Melbourne–Wübbena combination have been
employed for track discrimination.
In Figures 8 and 9, the probabilities of the two

tracks computed on an epoch by epoch basis, without
any filtering of the receiver dynamics, for data sets

#1 and #2 are reported. From these figures, it is
evident that the probability of the true track
(Track #1 for both data sets) largely exceeds that
corresponding to the false hypothesis. Thus, no false
discrimination has been observed in the elapsed time.

Concerning the accuracy of the train location, in
Figure 10, the time series of the error of the train
mileage estimation based on the maximum likelihood
criterion for data set #1 is shown. The mean value
of the error is �1.2 cm, while the standard deviation
is 5 cm, and the mean square error is about 5.2 cm.

When only the narrow lane is employed, the mean
value of the error is �0.7 cm, and the standard
deviation is about 5.77 with a mean square error of
about 5.8 cm.

In Figure 11, the corresponding Normal
Probability plot is depicted. Let us recall that in
the Normal Probability plot, the sample quantiles
are plotted in such a way that the resulting pattern
appears as a straight line when the data are samples

Fig. 6–Data set #2: Melbourne–Wübbena combination double
difference of the recorded time series of two Reference Stations.
[Color figure can be viewed at wileyonlinelibrary.com and www.
ion.org]

Fig. 7–Data set #2: Melbourne–Wübbena combination double
difference of the recorded time series of two Reference Stations
(detail of one double difference). [Color figure can be viewed at
wileyonlinelibrary.com and www.ion.org]

Fig. 8–Data set #1: Track a posteriori probability. [Color figure can
be viewed at wileyonlinelibrary.com and www.ion.org]

Fig. 9–Data set #2: Track a posteriori probability. [Color figure can
be viewed at wileyonlinelibrary.com and www.ion.org]
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from a Gaussian distribution. Since the estimation
error is a nonstationary random time series, each
sample has been normalized with respect to the
standard deviation given by (14), before computing
the Normal Probability plot.

The normal plot evidences that while the central
part of the error distribution is well approximated
by the normal distribution, it has heavier tail than
the normal distribution.

Nevertheless, the largest magnitude of the error of
the estimate obtained by jointly processing the
Wide Lane carrier phase and Narrow Lane code
combinations is about 20 cm and therefore is fairly
well below the value required by ERTMS for the
virtual balise localization. Thus, there is no need to
solve the Narrow Lane carrier phase ambiguity.

As illustrated by Figure 12, when computing the
train mileage under the hypothesis that the train is
lying on the other (wrong) track, the estimation error
becomes quite large. The same behavior is exhibited
by the pseudorange residuals.
We finally observe that joint use of phase and code

combinations, although reducing the average
accuracy due to the use of the code derived
information, which is in fact noisier than the carrier
phase information, prevents degradations due to
phase ambiguity mismatching.

CONCLUSIONS

In this paper, we presented a novel solution for
discrimination of a train’s track at the Start of
Mission, based on a high precision algorithm that
makes use of the Wide Lane carrier phase and
Narrow Lane code combinations, together with the
track constraint to evaluate the posterior probability
of each track.
As confirmed by the experimental activity, the

coarse estimate of the train location provided by
the Wide Lane combination is good enough to
reliably determine the track. The main advantage
is the trade-off between accuracy and time needed
to accomplish this. In fact, in our case, we do not
have to wait for ambiguity fixing.
To achieve track error probabilities compatible

with SIL-4 operational requirements even in strong
multipath environments, temporal integration and
multiple constellations can be applied. Nevertheless,
effectiveness of temporal integration can be
impaired by multipath errors highly correlated in
time. To reduce this effect, proceeding at the

Fig. 11–Data set #1: Normal plot of the train mileage estimation
error. [Color figure can be viewed at wileyonlinelibrary.com and
www.ion.org]

Fig. 12–Data set #1: Train mileage estimation error corresponding
to Track #2 hypothesis. [Color figure can be viewed at
wileyonlinelibrary.com and www.ion.org]

Fig. 10–Data set #1: Train mileage estimation error versus time.
[Color figure can be viewed at wileyonlinelibrary.com and www.
ion.org]
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maximum speed allowed when in Start of Mission
mode, as in the current procedure, is recommended.

APPENDIX A. TRACK CONSTRAINED
RELATIVE PVT ESTIMATE

LetϕTrain
i;p kð ÞandϕMS

i;p kð Þbe the carrier phases of the
signal with carrier frequency fi (and wavelength λi),
transmitted by the pth satellite at kth epoch and
respectively received by the OBU GNSS receiver
and by the Master Station (MS). They can be
expressed as

ϕTrain
i;p kð Þ ¼ 1

λi
r pTrain kð Þ þNTrain

i;p λi � cIpiTrain kð Þ þ cTp
Train kð Þþ

h
þcδtTrain kð Þ � cδtSati;p kð Þ þ βϕ;Traini;p kð Þ þ nϕ;Traini;p kð Þ

i
(A-1)

ϕMS
i kð Þ ¼ 1

λi
r pMS kð Þ þNMS

i;p λ� cIpiMS
kð Þ þ cTp

MS kð Þþ
h

þcδtMS kð Þ � cδtSati;p kð Þ þ βϕ;MS
i;p kð Þ

þnϕ;MS
i kð Þ

i
; (A-2)

where

• r pTrain kð Þ ¼ XSat
p k½ � � XTrain s kð Þ½ �

��� ��� is the geometric

distance between the pth satellite located in
XSat

p k½ � and the receiver on board of the train
located in XTrain[s];

• r pMS kð Þ ¼ XSat
p k½ � � XMS

��� ��� is the geometric

distance between the pth satellite located in
XSat

p k½ � and the MS receiver located in XMS;

• NMS
i and NTrain

i are the carrier phase offsets (in
multiples of the wavelength) of the MS and
Train receivers;

• IpiMS
kð Þ , IpiTrain kð Þ , Tp

MS kð Þ , and Tp
Train kð Þ are the

ionospheric and tropospheric delays along the
paths from the pth satellite to the GNSS
receivers (i.e., respectively, the MS and the
OBU GNSS receiver) for the kth epoch;

• δtSati;p kð Þ is the offset of the pth satellite clock for
the kth epoch;

• δtTrain(k) and δtMS(k) are the train’s and MS’s
receiver clock offsets;

• nϕ;MS
i;p kð Þ and nϕ;Traini;p kð Þ are the errors of the time
of arrival estimation algorithm, generated by
multipath, GNSS receiver thermal noise, and
eventual radio frequency interference,
respectively, at the MS and the OBU GNSS
receiver; and,

• βMS
i;p kð Þ and βTraini;p kð Þ are the biases, accounting for
differences in latency and delay among
channels, at both sides, satellite and receiver,
as well as the wind-up effect and antenna phase
centers.

For sake of compactness in the following, we omit the
epoch index k. Let b sð Þ be the baseline between the
reference station located inXMS and theGNSS receiver
located in XTrain(s) corresponding to mileage s, i.e.,

b sð Þ ¼ XTrain sð Þ � XMS ; (A-3)

and let epTrain sð Þ and epMS be the unit vectors
corresponding to the lines-of-sight from the pth
satellite to the OBU and to the MS GNSS receiver,
respectively:

epTrain sð Þ ¼ XSat
p � XTrain sð Þ

XSat
p � XTrain sð Þ

��� ���; epMS ¼ XSat
p � XMS

XSat
p � XMS

��� ���: (A-4)

Then, for the single difference between the geometric
distances between the pth satellite and the MS and
the OBU GNSS receiver, we can write:

r pTrain sð Þ � r pMS ¼ 1� e p
MS

� �T
e p
Train sð Þ

h i
r pTrain sð Þ

� e p
MS

� �T
b sð Þ:

(A-5)

Then, denoting with eMS and eTrain(s), the arrays
of the line of sight unit vectors

eMS ¼ e1MS e2MS … eNsat
MS

� �
; (A-6)

eTrain sð Þ ¼ e1Train sð Þ e2Train sð Þ … eNsat
Train sð Þ

� �
; (A-7)

Equation (A-5) can be written in matrix form as
follows:

rTrain sð Þ � rMS ¼ I� I∘eTTrain sð ÞeMS

� �
rTrain sð Þ

�eTMSb sð Þ;
(A-8)

where ∘ is the Hadamard matrix product (so that
given two matrices B and C, (B ∘ C)ij = BijCij).

Let us assume, without loss of generality, that the
jth satellite is used as pivot (see Figure 13). Then,
denoting with S(j) the partitioned matrix

S jð Þ ¼ �Ij�1 1j�1 0

0 1NSat�j �INSat�j

" #
; (A-9)

where IM denotes the identity matrix of size M and
1M is a column vector of size M × 1 with elements
equal to 1, the single difference of a satellite
observable ζ can be written as

Δζ ¼ S jð Þζ; (A-10)

while for the double difference, we have

∇Δζ ¼ S jð Þ �S jð Þ� � ζTrain

ζMS

" #
: (A-11)

Therefore, the column array ∇ΔLi = λi∇Δϕi of the
double differences of the carrier phase pseudoranges
(expressed in meters) at frequency fi with elements

∇ΔLi½ �p;1 ¼ λi ϕTrain
j kð Þ � ϕMS

j kð Þ � ϕTrain
p kð Þ � ϕMS

p kð Þ
h in o

(A-12)
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can be written as follows:

∇ΔLi ¼ λi S jð Þ �S jð Þ� � ϕi
Train

ϕi
MS

" #
: (A-13)

On the other hand, from (A-8), it follows that the double
difference of the geometric distance ∇Δr(s) is given by

∇Δr sð Þ ¼ S jð Þ �S jð Þ� � rTrain sð Þ
rMS

" #
¼

¼ S jð Þ I� I∘eTTrain sð ÞeMS

� �
rTrain sð Þ � S jð ÞeTMSb sð Þ;

(A-14)

so that the double-difference measurement equation
can be rewritten in matrix form as follows:

∇ΔLi � ΔDD sð Þ þ c∇ΔIi � c∇ΔT� ∇Δβϕi ¼
¼ λ∇ΔNϕ

i þHb sð Þþ∇Δnϕi ;
(A-15)

where

ΔDD sð Þ ¼ S jð Þ I� I∘eTTrain sð ÞeMS

� �
rTrain sð Þ (A-16)

is the term accounting for the differences between
the satellite line of sights of the MS and the OBU
receiver, and H is the matrix of differences of the

directional cosines of the line of sight unit vectors
with respect to the pivot:

H ¼ S ið ÞeTMS: (A-17)

Incidentally, we observe that (A-11) implies that
we can express the covariance matrix of ∇Δnϕi in
terms of the covariance matrices

RnTrain ¼ diag σ2nTrain1 ; σ
2
nTrain2

;…; σ2nTrainNsat

� 	
; (A-18)

RnMS ¼ diag σ2nMS1
; σ2nMS2

;…; σ2nMSNsat

� 	
; (A-19)

of the equivalent receiver noise, as follows:

RΔ∇nϕi
¼ S jð Þ �S jð Þ� � Rnϕ;Traini

0

0 Rnϕ;MS
i

" #
S jð Þ �S jð Þ� �T

:

(A-20)

To linearize the double-difference measurement
Equation (A-15) with respect to the train mileage s,
we observe that the sensitivity of ΔDD(s) with
respect to s is completely negligible when compared
to Hb(s). Therefore, let ŝ0 be an initial guess of the
train mileage and b ŝ0

� �
be the corresponding

baseline:

b ŝ 0� � ¼ XTrain ŝ 0� �� XMS: (A-21)

Then, expanding the baseline in Taylor series with
respect to s, with initial point ŝ0, we have

b sð Þ≅b ŝ 0
� �þ ∂b

∂s

� �
s¼ŝ 0

Δs; (A-22)

where Δs ¼ s� ŝ 0. On the other hand,

∂b
∂s

¼ ∂XTrain sð Þ
∂s

� ∂XMS

∂s
¼ ∂XTrain sð Þ

∂s
; (A-23)

therefore, denoting byG ŝ 0
� �

the vector of the tangent
to track at the mileage ŝ 0:

G ŝ 0� � ¼ ∂XTrain

∂s

� �
s¼ŝ0

; (A-24)

and substituting (A-24) and (A-22) in (A-15), the
following linearized double-difference measurement
equation is obtained:

∇ΔLi � ∇Δr ŝ 0� �� ∇Δβϕi þ c∇ΔIi � c∇ΔT ¼
¼ λ∇ΔNϕ

i þHG ŝ 0� �
Δsþ ∇Δnϕi ; i ¼ 1; 2:

(A-25)

Proceeding in the same way, for the double
difference ∇ΔPi of the code pseudoranges, we have

∇ΔPi � ∇Δr ŝ 0� �� ∇ΔβPi � c∇ΔIi � c∇ΔT ¼
¼ HG ŝ 0� �

Δsþ ∇ΔnPi ; i ¼ 1; 2:
(A-26)

We note the opposite sign of the ionospheric
incremental time delay in the code and carrier phase
equations.

Fig. 14–Parallel track geometry. [Color figure can be viewed at
wileyonlinelibrary.com and www.ion.org]

Fig. 13–Baseline geometry. [Color figure can be viewed at
wileyonlinelibrary.com and www.ion.org]
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Concerning the double differences of the
ionospheric and tropospheric delays, for large
baselines, or in the presence of strong spatial
gradients of those delays, a joint estimation of them
can be performed remembering that the ionospheric
incremental delay can be expressed in terms of Slant
TEC (STEC), so that

c∇ΔIi≅
40:3�1016

f 2i
∇ΔSTEC: (A-27)

Rearranging Equations (A-25) and (A-26) into a
single linear system, Equation (2) follows. For sake
of simplicity, in the derivation of Equation (2), we
considered the case in which the estimates ∇ΔÎi and
∇ΔT̂ of the double differences of the ionospheric and
tropospheric delays obtained from the best available
models are available. Otherwise, ∇ΔÎi and ∇ΔT̂ are
inserted in the unknowns, as in the ordinary RTK
method.

APPENDIX B. TRACK DETECTION ERROR
PROBABILITY

For the computation of P±
eh
, we observe that the

detector will perform a wrong decision whenever
there is at least one track, say the kth one, on the
proper side of the true one, for which the generalized

likelihood ratio eΛ hð Þ
k conditioned to the event that the

train is operating on the hth track, i.e.,

eΛ hð Þ
k ¼ ∑

∇ΔeNϕ

WL∈χϕ

exp � 1
2

ζ hð Þ
ŝ
Hk ;∇ΔeNϕ

WL

;∇ΔeNϕ

WL

�������
�������
28><>:
9>=>;P ∇ΔeNϕ

WL

� 	
(B-1)

is greater than eΛ hð Þ
h , where in (B-1), we denoted with

ζ hð Þ
ŝ
Hk ;∇ΔeNϕ

WL

;∇ΔeNϕ
WL

the normalized residual corresponding

to the kth hypothesis, under the condition that the
train is operating on the hth track.

To evaluate the probability that eΛ hð Þ
k > eΛ hð Þ

h , let us
first express the normalized residual ζ

ŝ
Hk ;∇ΔeNϕ

WL

;∇ΔeNϕ
WL

hð Þ

in terms of ζ hð Þ
ŝ
Hh ;∇ΔN

ϕ
WL

;∇ΔNϕ
WL

.

To this end, with reference to Figure 14, let us
denote with s the current train mileage and with
Rxh the corresponding point of the hth track. In
addition, let dk,h be the offset between the hth and
the kth track and Rxk the point of the kth track
obtained by applying the offset dk,h to Rxh. For sake
of compactness, without loss of generality, let us
assume that the two tracks always run in parallel
so that the mileage of Rxh and Rxk is the same.
Then we can estimate the train mileage for the kth

track by using Rxk as the initial point of the

linearization procedure. At this point, in order to
apply Equations (11) and (12), we first have to
compute the geometric distance double difference
∇Δr hð Þ

Hk
corresponding to Rxk.

We observe that the geometric distance r pk between
the pth satellite and Rxk can be written in terms of
the geometric distance r ph between the pth satellite
and the point Rxh as follows:

r pk e
p
k ¼ dk;h þ r ph e

p
h ; e

p
k e

p
k ¼ dk;h; e

p
k e

p
k þ r ph e

p
h ; e

p
k e

p
k ; (B-2)

where e p
k and e p

h are the satellite line of sight unit
vectors with respect to Rxk and Rxh and < ,> is
the scalar product operator.

Thus, the difference between the two geometric
distances is

δr pk;h ¼ r pk � r ph ¼
¼ rph e p

h ; e
p
k

� �� 1
� �þ dk;h; e

p
k

� �
:

(B-3)

In practice, since the offsets are rather small, we have

δr pk;h≅ dk;h; e
p
k

� �
: (B-4)

The above relation can be written in matrix form
as follows:

δrk;h ¼ EHkdk;h; (B-5)

where EHk is the directional cosine matrix associated
with the satellite lines-of-sight with respect to the
receiver lying on the hth track. Thus, the geometric
distance double differences corresponding to the
kth hypothesis when the hth one is true present an
additional term given by

∇Δδrk;h ¼ S jð ÞEHkdk;h; (B-6)

where S(j) is the partitioned matrix given by (A-9),
that computes the single difference with respect to
the jth satellite. Incidentally, we observe that, due
to the fact that the offset between the tracks is just
a few meters, EHk and EHh are practically equal.

Thus, denoting with ŝ
Hk;∇ΔeNϕ

WL=Hh

the estimate of the

train mileage on the kth track corresponding to the

phase ambiguity ∇ΔeNϕ
WL when the true track is the

hth one, as illustrated in Figure 2 where the residual
computation chain is reported, we have

ŝ
Hk;∇ΔeNϕ

WL=Hh

¼ ŝ
Hh;∇ΔeNϕ

WL

� KHk

∇Δδrk;h
∇Δδrk;h

� �
: (B-7)

Therefore,

ζ hð Þ
ŝ
Hk ;∇ΔeNϕ

WL

;∇ΔeNϕ

WL

¼ ζ hð Þ
ŝ
Hh ;∇ΔeNϕ

WL

;∇ΔeNϕ

WL

þ Γkdk;h; (B-8)

where

Γk ¼ �Cν I�HHhGHhKHhð Þ I

I

� �
S jð ÞEHk : (B-9)

In addition, let ∇ΔNϕ
WL be the true phase ambiguity

double difference. Then, based on (11), we have that
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the estimate ŝ
Hh;∇ΔeNϕ

WL=Hh

of the mileage of the train,

under the hypothesis that the train is operating on
the hth track corresponding to the phase ambiguity

∇ΔeNϕ
WL , is related to the estimate ŝHh;∇ΔN

ϕ
WL=Hh

corresponding to the true phase ambiguities as
follows:

ŝ
Hk;∇ΔeNϕ

WL=Hh

¼ ŝHh;∇ΔN
ϕ
WL

� KHk

0

λWLε∇Δ Ñ
ϕ
WL

" #
; (B-10)

where ε
∇ΔeNϕ

WL

is the difference between ∇ΔeNϕ
WL and

∇ΔNϕ
WL, namely:

ε
∇ΔeNϕ

WL

¼ ∇ΔeNϕ
WL � ∇ΔNϕ

WL: (B-11)

Moreover, with the aid of Figure 2, it can be easily
verified that

ζ hð Þ
ŝ
Hh ;∇ΔeNϕ

WL

;∇ΔeNϕ

WL

¼ ζ hð Þ
ŝ
Hh ;∇ΔN

ϕ
WL

;∇ΔNϕ
WL

þΨHkε∇ΔeNϕ

WL

; (B-12)

where ΨHk is the matrix

ΨHk ¼ �λWLCνWL I�HHkGHkKHkð Þ 0

I

� �
: (B-13)

Finally, by combining (B-8) and (B-12), we have:

ζ hð Þ
ŝ
Hk ;∇ΔeNϕ

WL

;∇ΔeNϕ
WL

≅ζ hð Þ
ŝ
Hh ;∇ΔeNϕ

WL

;∇ΔNϕ
WL

þΨkε∇ΔeNϕ
WL

þ Γkdk;h:

(B-14)

Since ζ hð Þ
ŝ
Hh ;∇ΔeNϕ

WL

;∇ΔNϕ
WL

is a zero mean, Gaussian random

variable with independent components, we can
rotate the reference system in such a way that the
first axis of the normalized residual space, say ζ

0
1, is

parallel to Γkdk,h, without losing independence (or
changing the metric).

Then, as demonstrated in Appendix C, when

Ψkε
∇ΔeNϕ

WL

;
Γkdk;h
Γkdk;h
�� ��

* +�����
�����≤2 Γkdk;h

�� ��; (B-15)

condition eΛ hð Þ
h > eΛ hð Þ

k is met almost every time when

ζ
0
1>� 1

2
Γkdk;h
�� ��: (B-16)

Let us observe that the inter-axis between tracks is
about five times the WL wavelength. Therefore,
(B-15) is satisfied when only a few ambiguities
around the one obtained by the MW combination
are considered.

Thus, the track detector will decide on a wrong
track on the left side of the true one as soon as

ζ
0
1<� 1

2
Γh�1dh�1;h

�� ��; (B-17)

while it will decide on a wrong track on the right side
of the true one as soon as

ζ
0
1<� 1

2
Γhþ1dhþ1;h

�� ��: (B-18)

Considering that ζ
0
1 is a zero mean, Gaussian random

variable with unit variance, the conditional error
probability is

P±
eh
¼ 1ffiffiffiffiffi

2π
p ∫

�
1
2

Γh±1dh±1;h
�� ��

�∞ e
�
1
2
ζ

02
1dζ

0 ¼

¼ 1
2
erfc

Γh±1dh±1;h
�� ��

2
ffiffiffi
2

p
� 


;

(B-19)

where erfc( ) is the complementary error function (44).

APPENDIX C. TRACK DETECTOR DECISION
REGION

Assuming that the double differences of the phase
ambiguities are a priori uniformly distributed, and
observing that for a given ε

∇ΔeNϕ

WL

, both double-

difference ambiguity vectors ∇ΔeNϕ
WL ¼

∇ΔNϕ
WL±ε∇ΔeNϕ

WL

have to be considered, we can rewrite

eΛ hð Þ
h and eΛ hð Þ

k in condition (B-1) as follows:

eΛ hð Þ
h ¼ e�

1
2 ζk k2 þ ∑

ε
∇ΔeNϕ

WL

∈χþε

ΔeΛ hð Þ
h ε

∇ΔeNϕ

WL


 �
; (C-1)

eΛ hð Þ
k ¼ e�

1
2 ζþΓkdk;hk k2

þ ∑
ε
∇ΔeNϕ

WL

∈χþε

ΔeΛ hð Þ
k ε

∇ΔeNϕ

WL


 �
; (C-2)

where

ΔeΛ hð Þ
h ε

∇ΔeNϕ

WL


 �
¼ e

�1
2 ζþΨkε

∇ΔeNϕ

WL

���� ����2

þ e
�1

2 ζ�Ψkε
∇ΔeNϕ

WL

���� ����2

; (C-3)

ΔeΛ hð Þ
k ε

∇ΔeNϕ

WL


 �
¼ e

�1
2 ζþΨkε

∇ΔeNϕ

WL

þΓkdk;h

���� ����2

þ e
�1

2 ζ�Ψkε
∇ΔeNϕ

WL

þΓkdk;h

���� ����2

(C-4)

and the set χþε is derived from χϕ � ∇ΔNϕ
WL

n o
by

indifferently deleting either ε
∇ΔeNϕ

WL

or �ε
∇ΔeNϕ

WL

.

Since ζ is a zero mean Gaussian random variable
with independent components with unit variance,
any variable ζ

0
= Tθζ obtained from ζ by means of a
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unitary matrix Tθ, like any combination of rotations
and permutations, is still a zero mean Gaussian
random variable with independent components and
unit variance. Therefore, we can rotate and
eventually permute ζ in such a way that the first axis
of the transformed normalized residual space ζ

0
, say

ζ
0
1, is parallel to Γkdk, h, without losing independence

(or changing the metric). Let

uζ 1 ¼
Γkdk;h
Γkdk;h
�� �� (C-5)

be the corresponding unit vector so thatΓkdk;h ¼ buζ 1,
where for sake of compactness we posed

b ¼ Γkdk;h
�� ��: (C-6)

Then, with reference to the first terms of (C-1) and
(C-2), we have that

e�
1
2 ζk k2 < e�

1
2 ζþΓkdk;hk k2

(C-7)

as soon as

ζ
0�� ��2 > ζ

0 þ buζ 01

��� ���2: (C-8)

That in turn implies

ζ
0
1 < � b

2
: (C-9)

To compare the other terms ΔeΛ hð Þ
h ε

∇ΔeNϕ

WL


 �
and

ΔeΛ hð Þ
k ε

∇ΔeNϕ

WL


 �
of (C-1) and (C-2), for a given

Ψkε
∇ΔeNϕ

WL

, let us consider the transformation Tθ such

that the second component ζ
0
2 of ζ

0
is coplanar with

Ψkε
∇ΔeNϕ

WL

and Γkdk,h and orthogonal to ζ
0
1 , and let

uζ 2 be the corresponding unit vector.
For sake of compactness let us pose in the

following:
a1 ¼ Ψkε

∇ΔeNϕ

WL

; uζ 1 ; (C-10)

a2 ¼ Ψkε
∇ΔeNϕ

WL

; uζ 2 ; (C-11)

so that

Ψkε
∇ΔeNϕ

WL

¼ a1uζ 1 þ a1uζ 2 : (C-12)

Moreover, with reference to Figure 15, let us
introduce the vectors s1, s2,v1, andv2 defined as in
Table 2.
The comparison among the norms of s1, s2, v1, and

v2 is reported in Table 2 and in Table 3.
From Table 2, it follows that a sufficient condition

for which ΔeΛ hð Þ
h

ε
∇ΔeNϕ

WL

� 	
> ΔeΛ hð Þ

k
ε
∇ΔeNϕ

WL

� 	
is that

either

v1k k2 > s1k k2and v2k k2 > s2k k2 (C-13)

or
v1k k2 > s2k k2and v2k k2 > s1k k2 (C-14)

or

min v1k k2; v2k k2
n o

> s1k k2 þ ln4: (C-15)

For the last condition, observe that

e�
1
2 s1k k2 þ e�

1
2 s2k k2 > e�

1
2 s1k k2 ; (C-16)

and

2e�
1
2min v1k k2; v2k k2f g≥e�1

2 v1k k2 þ e�
1
2 v2k k2 : (C-17)

Therefore, when condition (C-15) holds, we have that

e�
1
2 s1k k2 > 2e�

1
2min v1k k2; v2k k2f g (C-18)

so that ΔeΛ hð Þ
h ε

∇ΔeNϕ

WL


 �
> ΔeΛ hð Þ

k ε
∇ΔeNϕ

WL


 �
.

Fig. 15–Normalized residual space geometry. [Color figure can be
viewed at wileyonlinelibrary.com and www.ion.org]

Table 2—Vector definitions

Vector Components

s1 ¼ ζþΨkε
∇ΔeNϕ

WL

s1 ¼ ζ
0
1 þ a1 ζ

0
2 þ a2

� �
s2 ¼ ζ�Ψkε

∇ΔeNϕ

WL

s2 ¼ ζ
0
1 � a1 ζ

0
2 � a2

� �
v1 ¼ ζþΨkε

∇ΔeNϕ

WL

þ Γkdk;h v1 ¼ ζ
0
1 þ a1 þ b ζ

0
2 þ a2

� �
v2 ¼ ζ�Ψkε

∇ΔeNϕ

WL

þ Γkdk;h v2 ¼ ζ
0
1 � a1 þ b ζ

0
2 � a2

� �

Table 3—Norm comparison

≤‖s1‖
2 ≤‖s2‖

2

‖v1‖
2 ζ

0
1 < � b

2 � a1 ζ
0
1 < � b

2 � 2a2
bþ2a1

ζ
0
2

‖v2‖
2 (1) b > 2a1

ζ
0
1 < � b

2 þ 2a2
b�2a1

ζ
0
2

(2) b < 2a1

ζ
0
1 > � b

2 þ 2a2
b�2a1

ζ
0
2

ζ
0
1 < � b

2 þ a1
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The sets and corresponding to sufficient conditions
(C-13), (C-14), and (C-15) are reported in Table 4.

Similarly, a sufficient condition for which

ΔeΛ hð Þ
h

ε
∇ΔeNϕ

WL

� 	
< ΔeΛ hð Þ

k
ε
∇ΔeNϕ

WL

� 	
is that either

v1k k2 < s1k k2and v2k k2 < s2k k2 (C-19)

or
v1k k2≤ s2k k2and v2k k2≤ s1k k2 (C-20)

min s1k k2; s2k k2
n o

> v2k k2 þ ln4: (C-21)

The sets corresponding to sufficient conditions
(C-19), (C-20), and (C-21) for the case b > 2a1 are
reported in Table 5.

In Figure 16, the regions for which those sufficient

conditions for ΔeΛ hð Þ
h

ε
∇ΔeNϕ

WL

� 	
> ΔeΛ hð Þ

k
ε
∇ΔeNϕ

WL

� 	
hold are

filled with a �45 degrees hatched pattern, while
the regions for which those sufficient conditions

for ΔeΛ hð Þ
h

ε
∇ΔeNϕ

WL

� 	
< ΔeΛ hð Þ

k
ε
∇ΔeNϕ

WL

� 	
and e�

1
2 ζk k2 >

e�
1
2 ζþΓkdk;hk k2

hold are filled with a +45 degrees

hatched pattern. The region for which only e�
1
2 ζk k2 >

e�
1
2 ζþΓkdk;hk k2

holds is filled in cyan, while the region

for which only e�
1
2 ζk k2 < e�

1
2 ζþΓkdk;hk k2

holds is filled in
yellow.
We finally observe that

PΦ≤Prob eΛ hð Þ
k > eΛ hð Þ

h

n o
≤1� PΩ; (C-22)

where

PΦ ¼ 1
2π

∬Φ exp � ζ
02
1 þ ζ

02
2

2

( )
dζ

0
1dζ

0
2; (C-23)

with Φ = Φ1 ∪ Φ2 ∪ Φ3 ∪ Φ4 and

PΩ ¼ 1
2π

∬Ω exp � ζ
02
1 þ ζ

02
2

2

( )
dζ

0
1dζ

0
2; (C-24)

with Ω = Ω1 ∪ Ω2 ∪ Ω3 ∪ Ω4.

Considering that eΛ hð Þ
h and eΛ hð Þ

k are essentially
approximated by the first term, based on (C-22), we

approximate Prob eΛ hð Þ
k > eΛ hð Þ

h

n o
as

Prob eΛ hð Þ
k > eΛ hð Þ

h

n o
≅
1
2π

∫
�b

2
�∞∫

þ∞
�∞ exp �ζ

02
1 þ ζ

02
2

2

( )
dζ

0
dζ

0
2 ¼

¼ 1
2
erfc

b

2
ffiffiffi
2

p
� 


:

(C-25)

Table 4—Sets for whichΔeΛ hð Þ
h ε

∇ΔeNϕ

WL


 �
> ΔeΛ hð Þ

k ε
∇ΔeNϕ

WL


 �
and

e�
1
2 ζk k2 > e�

1
2 ζþΓkdk;hk k2

Id Property Set

Φ1 v1k k2 > s1k k2and
v2k k2 > s2k k2

ζ
0
1 > � b

2 þ a1
n o

Φ2 v1k k2 > s2k k2and
v2k k2 > s1k k2

ζ
0
1 > � b

2 � 2a2
bþ2a1

ζ
0
2

n o
∩

ζ
0
1 > � b

2 þ 2a2
b�2a1

ζ
0
2

n o
Φ3 v1k k2 ¼ min v1k k2; v2k k2

n o
and

v1k k2 > s1k k2 þ ln4

ζ
0
1 <� a2

a1
ζ

0
2

� 

∩ ζ

0
1 <� b

2

� 

∩

ζ
0
1 > �b

2
� a1 þ ln2

b

� 

Φ4 v2k k2 ¼ min v1k k2; v2k k2

n o
and

v2k k2 > s1k k2 þ ln4

ζ
0
1 >� a2

a1
ζ

0
2

� 

∩ ζ

0
1 <� b

2

� 

∩

ζ
0
1 > �b

2
þ 4a2ζ

0
2 � ln2

b� 2a1

( )

Table 5—Sets for whichΔeΛ hð Þ
h ε

∇ΔeNϕ

WL


 �
< ΔeΛ hð Þ

k ε
∇ΔeNϕ

WL


 �
and

e�
1
2 ζk k2 < e�

1
2 ζþΓkdk;hk k2

Id Property Set

Ω1 v1k k2 < s1k k2and
v2k k2 < s2k k2

ζ
0
1 < � b

2 � a1
n o

Ω2 v1k k2≤ s2k k2and
v2k k2≤ s1k k2

ζ
0
1 < � b

2 � 2a2
bþ2a1

ζ
0
2

n o
∩

ζ
0
1 < � b

2 þ 2a2
b�2a1

ζ
0
2

n o
Ω3 s2k k2 ¼ min s1k k2; s2k k2

n o
and

s2k k2 > v2k k2 þ ln4

ζ
0
1 >� a2

a1
ζ

0
2

� 

∩ ζ

0
1 >� b

2

� 

∩

ζ
0
1 < �b

2
þ a1 � ln2

b

� 

Ω4

s1k k2 ¼ min s1k k2; s2k k2
n o

and

s1k k2 > v2k k2 þ ln4

ζ
0
1 <� a2

a1
ζ

0
2

n o
∩ ζ

0
1 >� b

2

n o
∩

ζ
0
1 > � b

2 þ
4a2ζ

0
2þ ln2

b�2a1

� 


Fig. 16–Decision regions analysis. The area with a +45 degrees
hatched pattern correspond to Ω1, Ω2, Ω3, Ω4. The area with a
�45 degrees hatched pattern correspond to Φ1, Φ2, Φ3, Φ4. [Color
figure can be viewed at wileyonlinelibrary.com and www.ion.org]
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