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Abstract

The Haldane model is a paradigmatic 2d lattice model exhibiting the integer quantum Hall
effect. We consider an interacting version of the model, and prove that for short-range inter-
actions, smaller than the bandwidth, the Hall conductivity is quantized, for all the values of
the parameters outside two critical curves, across which the model undergoes a ‘topological’
phase transition: the Hall coefficient remains integer and constant as long as we continuously
deform the parameters without crossing the curves; when this happens, the Hall coefficient
jumps abruptly to a different integer. Previous works were limited to the perturbative regime,
in which the interaction is much smaller than the bare gap, so they were restricted to regions
far from the critical lines. The non-renormalization of the Hall conductivity arises as a con-
sequence of lattice conservation laws and of the regularity properties of the current—current
correlations. Our method provides a full construction of the critical curves, which are modified
(“dressed’) by the electron—electron interaction. The shift of the transition curves manifests
itself via apparent infrared divergences in the naive perturbative series, which we resolve via
renormalization group methods.
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1 Introduction

One of the remarkable features of the Integer Quantum Hall Effect (QHE) is the impressive
precision of the quantization of the plateaus observed in the experiments. While the experi-
mental samples have a very complex microscopic structure, depending on a huge number of
non-universal details related to molecular forces and the atomic structure, the conductance
appears to be quantized at a very high precision, and the result only depends on fundamental
constants. The understanding of this phenomenon, via a connection between the Hall con-
ductivity and a topological invariant [4,40] was a major success of theoretical condensed
matter in the 80s. The argument was later generalized to non-interacting disordered systems
[1,5,9,10] and to clean multi-particle systems [3,37]: however, the definition of conductivity
in the interacting case required the presence of an unphysical averaging over fluxes, expected
to be unimportant in the thermodynamic limit, but a proof remained elusive for many years.
Arguments based on Ward Identities for Quantum ElectroDynamics in (2 + 1)-dimensions
[12,24,30], or on the properties of anomalies [15], offered an alternative view on the QHE:
they indicated that quantization should persists in the presence of many body interaction,
but such conclusions were based on manipulations of divergent series, or of effective actions
arising in a formal scaling limit.

The problem of a mathematical proof of the quantization of the Hall conductivity in
the presence of many-body interactions remained open for several years. After the works
[1,3,5,9,10,37], it was dormant for more than a decade, and then, in recent years, it was actively
reconsidered again, starting from [27], which proved the quantization of the Hall conductance
of an interacting electron system using quasi-adiabatic evolution of the groundstate around a
flux-torus, under the assumption of a volume-independent spectral gap. In [22] we followed
a different approach, and proved the quantization of the interacting Hall conductivity by
writing it as a convergent series, and by showing that all the interaction corrections cancel
exactly, thanks to Ward Identities. Our result holds for interacting fermionic Hamiltonians
of the form Ho + UV, where Hj is quadratic and gapped, with the chemical potential in
the middle of a spectral gap of width Ag, V is a many body interaction, and |U| < Ao;
this smallness condition is assumed to ensure the convergence of the power series expansion
in U of the Euclidean correlations. The same result also follows from [27], in combination
with a proof of the stability of the spectral gap for such fermionic Hamiltonians [13,26].
See also [6,7] for alternative proofs of the main theorem in [27]. Recently, the bulk-edge
correspondence for a class of weakly interacting fermionic systems displaying single-mode
chiral edge currents was also proved [2].

Given these results on the quantization of the Hall conductivity in weakly interacting sys-
tems (i.e., with interaction strength smaller than the gap), one naturally wonders what happens
for stronger interactions. We focus on the interacting extension of the spinful Haldane model
[23], which has been recently realized in cold atoms experiments [31] and can be used as
the building block of more general topological insulators [25]. Extensions to related sys-
tems is straightforward, in particular to the interacting, spin-conserving, Kane—Mele model,
for which the quantization of the edge conductivity has been recently established [34]. We
recall that, in the absence of interactions, the phase diagram of the spinful Haldane model
consists of two ‘trivial’ insulating phases, with vanishing transverse conductivity, and two
quantum Hall phases, with transverse conductivity oo = = 2¢2/h, separated by two criti-
cal curves. By [22], we know that, away from the critical lines, for interactions U smaller
than the spectral gap, the Hall conductivity is quantized and independent of U. However,
what happens close to the critical lines, in cases where the interaction is much larger than
the gap? This question, and in particular the possible emergence of new quantum phases,
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has been extensively investigated in the literature, mainly via mean-field, variational, and
numerical studies, see [28,29,38,41,42] and references therein. These works show evidence
for the appearance of a new interaction-induced phase with o2 = = €2 /k, but the numerics
is inconclusive on whether this phase, in the thermodynamic limit, emerges at arbitrarily
small, positive, interactions or, rather, above a finite threshold. The main result of this work
excludes the first possibility: no new phases appear close to the transition lines, as long as the
interaction strength is sufficiently small, compared with the bandwidth 7y. More precisely,
we compute the Hall conductivity for |U| < fy and all the values of the parameters outside
two critical curves, across which the model undergoes a ‘topological’ phase transition: the
Hall coefficient remains integer and constant as long as we continuously deform the param-
eters without crossing the curves; when this happens, the Hall coefficient jumps abruptly to
a different integer. The main difficulties in proving such results are related to the fact that
the critical lines are non-universal (i.e., interaction-dependent), thus making a naive pertur-
bative approach ineffective. The ‘dressing’ of the critical lines is analogous to what happens
in the theory of second order phase transitions, where the critical temperature is modified
by the interaction, and one needs to appropriately tune the temperature as the interaction is
switched on, in order to stay at criticality. Technically, we proceed in a similar way: we do
not expand around the non-interacting Hamiltonian but, rather, around a reference quadratic
Hamiltonian, characterized by the same gap as the interacting system, whose value is fixed
self-consistently.

Note that our problem Ho + UV naturally comes with three energy scales: the spectral
gap Ag of Hy; the bandwidth 7y of Hyp; and the interaction strength U. Our methods are
not applicable in the regime of non-perturbatively strong interactions, |U| 2 fo: they are
limited to the case where U is smaller than 7 but, as remarked above, they are allowed to
be much larger than Ag. Even in this regime, the interaction can induce drastic changes of
the physical properties of the system, as well known in the context of interacting, gapless,
2D electron gases, where weak interactions can in general produce quantum (e.g., super-
conducting) instabilities. The reason why this does not happen in our case is due to a key
feature of the model under investigation, namely that the critical, gapless, Hamiltonian has
energy bands with conical intersections: this ensures that the interaction is irrelevant in a
Renormalization Group sense, uniformly in Ag. In more general cases, the interaction may
be marginal, as in the case of the anisotropic Hofstadter model, recently considered in [33]:
in this case, the gaps with integer label are stable, but new gaps corresponding to fractional
labels are expected to open. It would be, of course, very interesting to further investigate
such cases, where fractional Hall conductances may potentially appear, as well as to include
disorder effects, which are essential for the very existence of Hall plateaus.

Our results extend and complement those of [19], where we considered the same model (in
the special case of ultra-local interactions) and we proved: (i) existence of the critical curves,
but without an explicit control on their regularity properties, and (ii) universality of the jump
in the Hall coefficient across the critical curves, but without a proof that the coefficient
remains constant in each connected component of the complement of the critical curves.
Combining the results of [19] with those presented here, we have a complete construction of
the topological phase diagram of the interacting Haldane model.

Our presentation is organized as follows: in Sect. 2 we define the class of interacting
Haldane models that we are going to consider, and we state our main result. In Sect. 3 we
prove the quantization of the Hall coefficient, under suitable regularity assumptions on the
Euclidean correlation functions of the interacting model; we stress that this part of the proof
holds in great generality, for a class of interacting fermionic systems much larger than the
interacting Haldane model. In Sect. 4 we prove the regularity assumptions on the correlations
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for the model at hand, via rigorous renormalization group methods. In Sect. 5 we put things
together and complete the proof of our main result.

2 Main Result
2.1 The Model

The Haldane model describes spinless fermions on the honeycomb lattice hopping on nearest
and next-to-nearest neighbours, in the presence of a transverse magnetic field, with zero net
Slux through the hexagonal cell, and of a staggered potential. In this section we introduce an
interacting, spinful, version of the Haldane model. Note that, in the presence of interactions,
the spin could induce a qualitatively different behaviour, as compared with the spinless case
(this is a well known fact in the context of one-dimensional fermions [14], including the edge
theory of 2D topological insulators [2,34]). Note also that the experimental realization of the
interacting Haldane model involves, indeed, spin-1/2 particles, see [31].

Let A = {x | X = nlﬁl + nzéz, n; € Z} c R? be the infinite triangular lattice generated
by the two basis vectors 21 = 2(3 —V3), Ez = 2(3 V/3). Given L € N, we also let
Ap = A/LA be the corresponding finite periodic triangular lattice of side L, which will
be identified with the set Ay, = [¥ | ¥ = n1lj +nola, n; € Z N[0, L)} with periodic
boundary conditions. The lattice is erldowed wrth the Euclidean distance on the torus, denoted
by |¥ — ¥|, = min,,p2 |X —y +m1€1 L +mylsL]|. The number of sites of Ay is |AL| = L?
The periodic honeycomb lattice can be realized as the superposition of two periodic triangular
sublattices A? = Az, AP = Ay + ¢, with &, = (1, 0) the first Buclidean basis vector.
Equivalently, we can think the honeycomb lattice as a triangular lattice, with two internal
degrees of freedom corresponding to the A, B sublattices.

It is convenient to define the model in second quantization. The one-particle Hilbert
space is the set of functions by, = {f : Ar x {1,!} x {A,B} - C} ~ ct’ ® C*.
We let the fermionic Fock space F; be the exterior algebra of ;. Notice that for fixed
L, Fp is a finite-dimensional space. For a given site ¥ € Ay, we introduce fermionic
annihilation operators ¥z , ¢, with p € {A, B} the sublattice label and s € {1, |} the
spin label, and we denote by w;,p,s their adjoint, the creation operators. They satisfy
the standard canonical anticommutation relations {w;,p,s’ V35058 = 8,005,583 5 and
{wx s lpj . ot = Wzps: V5.0t = 0. The operators ¥z , s are consistent with the
perrodlc boundary conditions on Ap, Vi L4nsL,p,s = Vi, p,s-

The reciprocal lattice A} of Ay is the triangular lattice generated by the basis vectors Gi.
G, suchthat G;-€; = 2x8; ;. Explicitely, G1 = Z-(1, —v/3), G2 = Z (1, +/3). We define
the finite-volume Brillouin zone as B; := {12 e R? | k= ”T‘é] + ”fzéz, n; € ZNJ[O0, L)}.
We define the Fourier transforms of the fermionic operators as:

1 _T=a R ~ o N
w;,p,s = ﬁ Z e lkx‘///zypys Vx € Al <— 1/’/Z,p,s = Z E-Hkxl/f;,p,s Vk € By, .
keB, XeAp
2.1)

With this definition, wk ; 1s periodic over the Brillouin zone, 1/fk +m1GrtmaGaps = w,;, o5
Moreover the Fourier transforms of the fermionic o erators satisfy the anticommutation rela-

tions: {w%,p,s’ wk’,p’,s’} = 8,; 70p.08s,s and {1// 1// o ,} = {&Z,p,y 1/}£/,p/7s/} =0
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Fig.1 The honeycomb lattice of
the Haldane model. The empty
dots belong to Alz, while the

black dots belong to A]Z. The
oval encircles the two sites of the
fundamental cell, labeled by the
position of the empty dot, i.e., of
the site of the A sublattice. The
nearest neighbor vectors §;, are
shown explicitly, together with
the next-to-nearest neighbor
vectors y;, and the two basis
vectors £1 7 of A,

The Hamiltonian of the model is: H = Ho + UV, with Hj the noninteracting Hamiltonian
and V the many-body interaction of strength U. We have:

— i - T _ T -
Ho = —1 Z Z Wi aoVabs + V5 asVi i ps T ¥z aViips Thel

XeAp s=1,

—n Y Y D IEY, Uitagyas T e ULy Viiag, )
YeAp o=% s=1]
j=12,3
+W Y lnga—nipl—un Y [nza+nzpl. 2.2)

XeAp XeAp

with 1 = €1 — €2, » = €3, y3 = —€; and ngp = Zx:T,¢ w;,p,gwipys’ with p € {A, B}.
For definiteness, we assume that #{ > 0 and #, > 0. The term proportional to #; describes
nearest neighbor hopping on the hexagonal lattice. The term proportional to #, describes
next-to-nearest neighbor hopping, with the complex phases e*’® modeling the effect of
an external, transverse, magnetic field. The term proportional to W describes a staggered
potential, favoring the occupancy of the A or B sublattice, depending on whether W is
negative or positive. Finally, the term proportional to p is the chemical potential, which
controls the average particle density in the Gibbs state. See Fig. 1. Concerning the many-
body interaction, we assume it to be a density—density interaction of the form:

V= > Y i, — Duypy@E =Ny e —1), (2.3)

X,yeAr p=A,B

where vaA(X) = vpp(X) = v(X), vap(X) = v(X — €1) and vga(X) = v(X + 1), with v
a finite range, rotationally invariant, potential (we recall that &; is the first Euclidean basis
vector).

The noninteracting Hamiltonian can be rewritten as:

Ho=y Y Wi, Hopy G =I5, 2.4)

X5 p.p'ss
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where H,, (X — y) are the matrix elements of the Haldane model; we denote by H (X — ) the

corresponding 2 x 2 block. We introduce the Bloch Hamiltonian H k) =) = AL e Ry @),
with k € B.. An explicit computation gives:
oo —2ta1 (k) cos ¢ + m(k) — p —H (k)
H(k) = - - - 2.5
“ ( —112 (k) —2nay(k)cosp —m(k) — p e
where:
3
ay (k) = Zcos(k -y, mk)=W —=2nsingark),
j=1
! X 2.6)
w® =Y sin@ 7). Q@ =1+e 0 4k
j=1
The corresponding energy bands are
ey (k) = —2tay (k) cos ¢ & \/m(ié)2 +21QK)12 . 2.7

The size of the bands can be bounded by max; s+(lz) — minj e_ (12), which we call the
bandwidth. To make sure that the energy bands do not overlap, we assume that 1, /t; < 1/3.

For L — o0, the two bands can touch only at the Fermi points ic}%f = (ZT”, :l:%), which are

the two zeros of Q (k), around which Q (%}t + & ) =~ %(i k{ £ k}). The condition that the two
bands touch at k%, with € {+, —}, is that m,, = 0, with

My =mk2) =W + w3/3nsing . (2.8)
If, instead, m and m_ are both different from zero, then the spectrum of H (l?) is gapped

for all k, corresponding to an insulating phase.

2.2 Lattice Currents and Linear Reponse Theory

Let ny = > p=A,B"5,p be the total density operator at X. Its time-evolution is given by
nz(t) = e nze ™M which satisfies the following lattice continuity equation:

anz() = i[H, nz(O1 = ) je5(t) 2.9
y

with j; 5 the bond current:
Fi= Y. Y. (V5 Hpp(G = D)5 5 +hee) . (2.10)
p,p'=A,B s=1,]
Notice that j; 5 = —j3, 3. Thus, using that H(X) # Oifand only if X = 6, :I:Zl , j:ZQ, :i:(Zl —
£5), Eq. (2.9) implies:
dnz(0) =Y 50 = Y Uszyg, +Jeg-i) tJriii i, +Ira-iindy
B i=1,2
—diJi s —dadoz @2.11)
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where d; f(X) = f(X) — f(X — £;) is the lattice derivative along the ¢; direction, and:

Jii= Iz

AR RV = —Jzg+l, T JRE-b+i, - 2.12)
The operators J i x are the components along the 57,- directions of the total vectorial current,
defined as

Ji= L,;Zl +32,;52 . (2.13)

Note that, given the definitions of l 1,2, the components of the lattice current along the two
reference, orthogonal, coordinate directions are:

) 3. ~ ) V3. .
J1i = E(Jl,)? +h3), hr= 7(—J1,; +J23). (2.14)

We are interested in the transport properties of the Haldane—Hubbard model, in the
linear response regime. The Gibbs state of the interacting model is defined as: (-)g, 1 =
Trg, - e FH /Zp,1 with Zg 1 = TrfLe’ﬂH the partition function. We define the conductiv-
ity matrix via the Kubo formula, for i, j = 1, 2:

= L[ im0 g0
Y |E1 /\€2| po—>04r Po o BL—oo L2 0 B.L
+ilim L XDp ] 2.15)

with 7 = D sen . 7z the total current operator, X the second quantization of the position
operator 1 and where limg, ;oo must be understood as limg_, o lim; _, o, i.€., thermody-
namic limit first, and then temperature to zero. Note that formally, in the thermodynamic
limit, j =1i[H, X ], as it should. Equation (2.15) describes the linear response of the average
current at the time ¢ = 0 to an adiabatic external potential of the form e E-X ,seee.g. [17]
for a formal derivation, and [8,36,39] for a rigorous derivation in a slightly different setting.

Remark. The indices 7, j labelling the elements of the conductivity matrix (2.15) refer to
the two reference, orthogonal, coordinate directions. Sometimes, a similar definition of the
Kubo matrix is given, where, instead, the indices i, j label the two lattice coordinate directions
K] , Ez (‘adapted basis’). The two definitions are, of course, related in a simple way, via the
transformation induced by the change of basis. In particular, the transverse conductivities
defined in the orthogonal and in the adapted basis are the same, up to an overall multiplicative
factor, equal to [£1 A £3|. The longitudinal conductivities are, instead, related via a matrix
relation that mixes up the diagonal and non-diagonal components of the conductivity matrix.
For ease of comparison with experimental papers on graphene, or graphene-like materials,
we prefer to use the definition involving the orthogonal reference directions, which we find
more natural.

In the absence of interactions, the Kubo conductivity matrix of the Haldane model can be
computed explicitly. Suppose that m,, # 0, both for @ = 4 and for w = —, and let us choose
the chemical potential in the spectral gap. For instance, let © = —21; cos ¢a (k%), which

! There is an issue in defining the position operator on the torus. In order to avoid the problem, we interpret
the second term in (2.15) as being equal to iai([J,- @), N(*t})])oob G> Where: TG = Z}E/\L jretd*,

N@) = Ygea, 12T (1T:@, N oo = limp 100 77 (TG ), N(=GP))p 1, and G1) a

sequence of vectors in By, such that limy _, q( ) = q.
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corresponds to choosing the chemical potential in the ‘middle of the gap’. Then, it turns out
that [23]:

011 =0, o) = —0p] = % , v = sign(my) — sign(m_) . (2.16)
The integer v is the Chern number of the Bloch bundle associated to H (l;). The zeros of
my =W+ w3\f312 sin ¢, with w € {+, —}, define the critical curves of the Haldane model,
which separate the different topological phases, corresponding to different values of v. On
the curves, the spectrum is gapless: the energy bands intersect with conical intersection, and
the system displays a quantization phenomenon of the longitudinal conductivity:

1
o =0n =g, (2.17)

while 011 = 022 = % at the ‘graphene points’ m =m_ = 0.

2.3 Main Result: Interacting Topological Phases and Phase Transitions

Let us now turn on the many-body interaction, U # 0. In previous works, it was proved
that the quantization of the conductivity persists, but only for interactions of strength much
smaller than the gap of Hg. Our main result, summarized in the next theorem, overcomes
this limitation.

Theorem 2.1 There exists Uy > 0, independent of W, ¢, such that for \U| < Uy the
following is true. There exist two functions, 0(U, W, ¢) and 3(U, W, ¢), analytic in U
and continuously differentiable in W, ¢, such that, if the chemical potential is fixed at
the value = —2t; cos pay(kp)—3(U, W, @), then, for all the values of W, ¢ such that
mRr.o(W, ¢) = W+w3\/§t2 singp+wo(U, —oW, @) is different from zero, both for v = +
and for w = —, the interacting Hall conductivity is

1
012(U) = o [sign(mr.+) — sign(me,-)] (2.18)

Moreover, the conditions mﬁ(W, @) = 0, w € {%}, define two C' curves W = Walf (¢),
called ‘critical curves’, which are C L close to the unperturbed curves W = —a)3«/§t2 sin ¢.
The two critical curves have the same qualitative properties as the unperturbed ones, in the
sense that: (i) they intersect at (W, ¢) = (0,0), (0, ), (ii) they are one the image of the
other, under the reflection W — —W; (iii) they are monotone for ¢ € [—75, 51; (iv) they
are odd in ¢, and their periodic extension to R is even under the reflection ¢ — w — ¢.

An illustration of how the interaction deforms the critical lines is shown in Fig.2.

The main improvement of the result stated in Theorem 2.1 compared to previous works
is that it establishes the quantization of the Hall conductivity for values of the coupling
constant U that are much larger than the gap of the bare Hamiltonian: it states that the
interaction does not change the value of the interacting Hall conductivity, provided we do
not cross the interacting critical curves, which we construct explicitly; this universality of
the Hall coefficient holds, in particular, arbitrarily close to the critical curves. On the critical
curves the system is massless, i.e., correlations decay algebraically at large distances, and
we do not have informations on the transverse conductivity coefficient. However, the critical
longitudinal conductivity displays the same quantization phenomenon as the non-interacting
one: namely, if W = W(f (@), for either v = 4+ or w = —, and ¢ # 0, 7, then

@ Springer



340 A. Giuliani et al.

———- U=0.5
— U =
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W o

—3v/3t5
- [ | [ ]

Fig. 2 Tllustration of the deformation of the critical lines induced by the electron—electron interaction. The
solid red curve corresponds to the non-interacting Haldane model with #{ = 1 and #, = 0.1. The dotted and
dashed-dotted lines correspond to the interacting case, with ultra-local (on-site) interaction and U = £0.5;
the lines are computed by truncating perturbation theory to first order, see [19, Sect. IIL.E] for details. The
connected regions of the complement of the critical lines are labelled NI (resp. TI), if they correspond to the
‘normal’ (resp. ‘topological’) insulating phase. Notice that, in the considered example, repulsive interactions
have the effect of enhancing the topological insulating phase. It would be interesting to have a conceptual
understanding of this phenomenon, that is, of why repulsive interactions favor the non-trivial topological phase

1
on=on=cg, (2.19)

while o1] = 027 = % for (W, ¢) = (0, 0), (0, ); see [19] for the proof.

We remark that the proof of Theorem 2.1 is constructive: therefore, a patient reader
can extract from it an explicit bound on Upy. Such a bound would certainly be far from
optimal; optimizing it would be a non-trivial, interesting, exercise, requiring a computer-
assisted proof (at least if one is interested in getting a physically significant bound). In any
case, conceptually, the only important requirement should be that U is sufficiently small,
compared to the bandwidth of Hy, see the definition after (2.7).

Finally, concerning the model: we expect that the specific choice of the interacting Haldane
model is not crucial for the validity of the result. The proof extends straightforwardly to strictly
related models, such as the spin-conserving Kane—Mele model. An appropriate adaptation
should apply, more generally, to any interacting Hamiltonian of the form H = Ho+ UV, with:
(i) V a short-range, spin-independent, interaction, (ii) |U| small compared to the bandwidth,
and (iii) Ho a quadratic Hamiltonian that can become gapless as a parameter is varied: in the
gapless case, Ho has a degenerate, point-like, Fermi surface, around which the dispersion
relation has a linear, ‘graphene-like’, behavior. Note that, as discussed in the introduction, the
latter condition is needed to guarantee the irrelevance of the interaction. Even if conceptually
non problematic, the extension to such a general class of many-body Hamiltonians would
require a discussion of their symmetry properties, in connection with the classification of the
possible relevant and marginal effective coupling that can be generated under the multiscale
Renormalization Group construction of the Euclidean correlations, cf. with Sect. 4 below.
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This goes beyond the scopes of this article: for this reason, we restrict to the specific example
of the interacting Haldane model, which is physically the most relevant for applications to
2D topological insulators.

2.3.1 Strategy of the Proof

Let us give an informal summary of the main steps of the proof. For simplicity, we limit
ourselves to the generic case W # 0, ¢ # 0, the special, symmetric, complementary case
(W = 0 and/or ¢ = 0) being treatable analogously. Thanks to the symmetries of the model,
see Eqs.(4.7)—(4.13) below, we further restrict ourselves, without loss of generality, to the
range of parameters

W >0, 0<¢<%, (2.20)

which corresponds to the case m > |m_|, where m4 are defined in (2.8). Note that, under
these conditions, the amplitude of the bare gap is given by |[m_]|.

We expect the interaction to modify (‘renormalize’) in a non trivial way both the chemical
potential and the width of the gap?. In order to compute the interacting gap, we proceed as
follows. For the purpose of this discussion, let us denote by Ho(W, ¢, 1) the non-interacting
Hamiltonian (2.2), thought of as a function of the parameters (W, ¢, ), at fixed #1, t,. We
rewrite 4 in the form p = —2#, cos ¢ o (k%) — 3, and, recalling that W = m_ + 34/31 sin ¢,
we rewrite W = (m_ —0) +3./3t, sin ¢+0=mg — +3./3t, sin ¢+ 0, where the parameter
0 will be chosen in such a way that mr, — = m_ — 0 has the interpretation of renormalized
gap. By using these rewritings, we find:

H=Ho(W,p, 1) + UV =H(mg—, ) + UV +0 Y [nzga—nzpl+s » ni,

)?EAL X’EAL

2.21)
where
HOR(mRV_, @) := Ho(mr - + 3v30sing, ¢, —21 cos ¢ ay(kP)).

Let us now introduce the reference Hamiltonian HR, thought of as a function of the parameters
U, mgr _, ¢, defined by

HR = HE(mp —. ) + UV + 8. mp —.¢) Y [nz 4 —nz pl +EU.mp _.¢) > n;.
XeAp XeAp

(2.22)

Note that 7 in (2.21) has the same form as AR in (2.22), with the important difference that
in passing from H to HR, the parameters d and 3 have been replaced by the two functions
8(U, mgr,—, ¢) and £(U, mg,—, ¢); for the moment, these two functions should be thought
of as being arbitrary: they will be conveniently fixed below. Therefore, HR is in general
different from the original Hamiltonian H. However, by construction, H = HR, provided
that u = —2rcos¢ a1 (k) — E(U, mg,—, ¢), and mg _ is a solution of the fixed point
equation

mr_ =W —3v3nsing — (U, mg._, ¢) . (2.23)

2 Here, by ‘gap’ we mean the rate of the exponential decay of the Euclidean correlations.
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Our construction, described below, will allow us to fix the counterterms &(U, mg,—, ¢) and
8(U, mRr,—, ¢) in such a way that they are small, of order O(U), and that, as anticipated
above, mg, — has the interpretation of renormalized gap: in particular, the condition mg, — # 0
implies that the system is massive, that is, correlations decay exponentially at large distances,
with decay rate mg _.

Given these definitions, the main steps of the proof are the following.

(i) We introduce the Euclidean correlations and the Euclidean Hall conductivity, which are
formally obtained from the corresponding real-time formulas via a ‘“Wick rotation’ of the
time variable. In Lemma 3.4, by differentiating the Ward Identities associated with the
continuity equation, and by combining the result with the Schwinger-Dyson equation,
we show that the Euclidean Hall conductivity of HR is constant in U, provided that
EWU,mr,—, ¢),8(U, mr,—, ¢) are differentiable in U and that the Fourier transform of
the Euclidean correlation functions is smooth (i.e., at least of class C?) in the momenta,
for any fixed mgr — # 0.

(ii) As a second step, we prove the assumptions of Lemma 3.4. More precisely, we prove
that there exist two functions &£(U, mgr —, ¢) and §(U, mg —, ¢), analytic in U, such
that the Euclidean correlations of the model (2.22) are analytic in U and, if mgr — # 0,
they are exponentially decaying at large space-time distances, with decay rate mg _; in
particular, if mg — # 0, their Fourier transform is smooth in the momenta.

(iii) Next, we prove the equivalence between the original model and the model with Hamil-
tonian HR, anticipated above. In particular, we prove that § is differentiable in mg__,
with small (i.e., O(U)) derivative; therefore, eq. (2.23) can be solved via the implicit
function theorem, thus giving

mr.— =W =330 sing—oU, W, ¢), (2.24)

and we show that [2(U, W, ¢)| < C|U|(W + sin ¢). The equation for the interacting
critical curve has the form: W = 343t sing+8(U, 0, ¢) = (14 O(U)) 3+/31; sin ¢.

(iv) Finally, once we derived explicit estimates on the decay properties of the Euclidean
correlations, we infer the identity between the Euclidean and the real-time Kubo con-
ductivity, via [2, Lemma B.1].

The key technical difference with respect to the strategy in [22] is the rewriting of the
model in terms of the renormalized reference Hamiltonian ng this allows us to take into
account the renormalization of the gap and of the chemical potential, which characterizes the
interacting critical point of the theory.

3 Lattice Conservation Laws and Universality

In this section, we show how lattice conservation laws can be used to prove the universality
of the Euclidean Kubo conductivity, see step (i) above. The main result of this section is
summarized in Lemma 3.4. Before getting to this lemma, in Sect. 3.1 we introduce the
Euclidean formalism and derive the Ward identities, associated with the lattice continuity
equation (2.9), for the Euclidean correlations. In Sects. 3.1.1 and 3.1.2 we differentiate and
manipulate the Ward identities, under the assumption that the current—current correlations are
sufficiently smooth in momentum space, thus getting some important identities, summarized
in Lemma 3.1 and 3.2. Finally, in Sect. 3.2, we prove Lemma 3.4, by combining these
identities with the Schwinger—Dyson equation.
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3.1 Euclidean Formalism and Ward Identities

Given an operator O on Fr and ¢ € [0, ), we define the imaginary-time evolution generated
by the Hamiltonian HR, Eq. (2.22), as: O; := MO~ Notice that O, = O(—it), with
O(t) the real-time evolution generated by HR. Givenn operators (’),] e, Ot(n”) on F,each
of which (i) can be written as a polynomial in the time-evolved creation and annihilation
operators w(jfj)’ o = Mt llf;f pe”HR, (i1) is normal-ordered, and (iii) is either even or odd

in w(jf 5.0 Ve define their time-ordered average, or Euclidean correlation function, as:

Trr, e PHE T{O(l) (9,(:)}
Trz, e FH"

1
roy ..o, = : (3.1
where the (linear) operator T is the fermionic time-ordering, acting on a product of fermionic
operators as:
&n Ex(1) . Ex(n)

{\/f(,l EN 1/’(tn,ﬁ?n),sn} S 1y Frpsey Y ltnmy Fr)osmn * 32
where i e {£} (with the understanding ‘/’(;,f),p,s = Y 5),p.s and 1/1(?;()”)’3 = w(-t‘,)?),p,s)’
and 7 is a permutation of {1, ..., n} with signature sgn(;) such that t;(1y > ... = tz().
If some operators are evaluated at the same time, the ambiguity is solved by normal
ordering. We also denote the connected Euclidean correlation function, or cumulant, by

1 2
<T0t(1) Ol(z)’ . Ot(:)>ﬂL
Let O be a self-adjoint operator on F,.. We define its time Fourier transform as: O, =
Oﬂ dt e P’ O, with pg € %”Z the Matsubara frequencies. Also, we denote by 6p, for
= (po, p1, p2), the joint space-time Fourier transform of the operator O 3):

Op_/ dr Y e Pro,,

xEAL

with x = (¢, x1, x2) = (x0, X1, X2).

Let j, z, with u € {0, 1, 2}, be the three-component operator such that jo 3 := nx, while
Ji.z» with i € {1, 2}, are the components of the total current along the reference, orthogonal,
coordinate directions, see (2.14). Note that j, 7 is the natural current operator, associated
both with H and with HR, because i[H, n 7]l = i[HR, nz]. Therefore, its imaginary-time
evolution with respect to HR satisfies the analogue of the continuity equation (2.11), cf. with
(3.5) below. We define the normalized current—current correlation functions as:

1
R A R
K,‘ZL e (PLs oo Pa—t) 1= BL? (T jurpr s Juapa s =+ 5 Jpm—pi——pui ) pr. (3:3)

.....

for u; € {0, 1, 2}. We also denote the infinite volume, zero temperature limit of the Euclidean
correlations by: K}}l 1y Pl Pa—l) = limg_, o0 limy s o0 Kﬁl ,,,,, tn (P15 oo Pu—1)-

.....

The Euclidean conductivity matrix for HX is

1 1, - o
U,']j"R = m p()11_f)12)+ %( - K[l?j ((=po, 0)) + i{[T, Xj])l;) , (3.4)

where, in the second term, ( - )50 i=limg_ o0 limy ﬁ (-)g 1.» and the expression [ 7}, A;]
must be understood as explained in the footnote 1 above. This definition can be obtained via
a formal ‘Wick rotation’ of the time variable, 1 — —it, starting from the original definition
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of the Kubo conductivity, (2.15), see, e.g., [17]. A posteriori, we will see that in our context
the two definitions coincide, see Sect. 5 below.

The structure correlation functions, and hence the conductivity, is severely constrained by
lattice Ward identities. These are nonperturbative implications of lattice continuity equation,
which we rewrite here in imaginary time (cf. with (2.11)):

105y jox + divijx =0, (3.5)
where we used the notation divi jx := Y, » diJi x.
For instance, consider the current—current correlation function?,

(TJ()x:va) L = 0(x0 — y0){Jo.x; Jv. y)ﬁL+9(y0 xO)(jv,y;jO,x>§L ) (3.6)
where 0(¢) is the Heaviside step function and the correlations in the right side are the time-
unordered ones (i.e., they are defined without the action of the time-ordering operator). Using
the continuity equation Eq. (3.5):

1920 (T jox s vyl = (Tidsgjox: jvyp.r +illjos v 3D .8 (x0 = yo)
= —(Tdivijx; juy)p o +ilios» juslf L8Go —y0) . (37)

Let us now take the Fourier transform of both sides: integrating by parts w.r.t. xo and using
(3.7), we find

poKb R ) = - ﬂL2[ d"O/ dyo Y e P Nin (T o fuy)f

X, YyEAL
— l *lp et T éi le
=y (- ),st< To gt dvw) —zZe Loz » JugD.r
i=12
_ (G )1 =
= Y (- P TEERELR () 4 SPLR ) (3.8)
ii'=12
where we used that ji,x = Jx - %, with é,-, i = 1,2, the vectors of the dual basis, see
definition in Sect. 2.1. More generally, denoting (0, v2, ..., v,) by (0, v), one has:

G PN
pLoky Rapy=h = > a- —’P"*)( ) KOS Rapayiz)) + SEER (pi )
i,i'=1.2

. n
SB.L:R — ! S . . S . L R
SELR(.) = 5 D AT Coy (PP s Forpa s -3 Fojorpyt s vprpior 57" 3 Fowpa) s
j=2

(3.9)

with C, (p1, p2) = foﬁ dt e 1@1FO) Gy (5L T, ] (here, with some abuse of notation,
we let j,, (. 5) be the imaginary-time evolution at time  of j,, 5), and with the understanding
that p, = —p1 — ... — pn—1. Even more generally, the identity remains valid if some of the
current operators j,, p, are replaced by other local operators (’A)i,pl.: in this case, of course,
the operators C,, must be modified accordingly. In the following, we will be interested in
replacing one of the current operators either by the staggered density

f3,p = I’lp,A - np,B . (310)

3 The definition in (3.6) is only valid for xg # yo. However, the value at x9 = yq has no influence on the
following formulas, in particular on (3.8), which is the main goal of the following manipulations.
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. . R . + —
yvhere Mp.p 18 the Fourler transform of n¢ 3y , == ), VaipoVas)po
interaction potential

f/p ::/0 dxge” ”’UxUZe*’px Z Vp,pr (X — y)((nxp D3, — l))xo. 3.11)

V.00

or by the quartic

As we shall see below, the combination of the identity (3.9) together with the regularity
of the correlation functions has remarkable implications on the structure of the correlations.

3.1.1 Consequences of the Ward Identities for C' Correlations

Here we start by discussing the consequences of the Ward identities for continuously differ-
entiable correlations.

Lemma3.1 Let ps1 € %”Z x 272, such that limg | oo Pp.L = P € 38(0) = {q €

R2 | 1q] < €}, for some ¢ > 0. Suppose that K () = limg 100 KM v (pﬂ 1) and
SR(p) = limg 1 oo §f’L‘R(pﬁ, 1) exist and that I?W(p), SK(p) € C'(B:(0)). Then,

1 9 ~

E.R R

0" =—=——-——K".(0). (3.12)
Y |1 A €3] 9po "

Proof Consider Eq. (3.8) with v = j, in the 8, L — o0 liinit.qWe differentiate both sides
w.r.t. p;, and take the limit p — 0, thus getting (recall that ¢; - G; = 276; ;):

_ R
O—IKi’j

§§i(0)_ (3.13)

Now, recall the definition of S/g (p) from Eq. (3.8): SﬂLR = —iy: e iPx
([nz, jJ 0])5 1» where we also used that jo y = njy. Taking the limit 8, L — oo and the

derivative with respect to p;, we get - T AR(O) —([X;, T ,»])50, where ( - ) §o was defined in
(3.4), and the expression [J;, X;] must be understood as explained in the footnote 1 above.
In conclusion,

KR 0) = i(lg;, )Y, (3.14)
and, if we plug this identity in (3.4), noting that ([}, /’\?,-])léo is even under the exchange
i < j, we obtain the desired identity. O

3.1.2 Consequences of the Ward Identities for C3 Correlations

Next, we discuss some other implications of the Ward identities for C3 three-point correlations
of the current operator (twice) with either the staggered density ;3 (see (3.10)), or the
interaction potential (see (3.11)), defined as

1
L;R
K5v3(p qQ : _,BL2 T]up ]uq ]3 —p— q)ﬁL
1
L;R
| 17 Tl v Vop—a)piL (3.15)
We also let
R
SR g = /3L2<C 0@ J3-p-g)5 L - (3.16)
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ﬁLQ (Cij(p, @) Vopg)f 1 (3.17)

be the new Schwinger terms (recall that C; was defined right after (3.9)). As usual, we denote

by KR . SR the B, L — oo limits of Kﬂ VR, SEERG ), with g € 3, V).

Lemma3.2 Let § € {0, 3, V}. Suppose that the limiting functions I?{f,v,n(p, qQ), §fn(p, qQ)
exist in B¢(0) x B¢ (0), and that they are of class C 3 in this domain. Then:

KE; . ((p0.0). (—po. 0) = —

2
) ~r N R
apo[ Oapiaq/' 0.0.81%P P

d
dpo
In particular, the left side of Eq. (3.18) vanishes as py — 0.

Proof Taking the 8, L — oo limit of the Ward Identity (3.9) with v = (0, £), we find

= i, (G
PoRRo @)= Y (1—e Pl ;T’ B (3.19)
i,i'=1,2

Similarly, choosing v = (j, #)

_ i (G )
poK§ ;.= Y (- ”t) CLRE e+ SK.pa) . (320)
i,i'=1,2

and, exchanging the roles of p and q, we also get

K= Y (1 ity D1 jT)’ Roap@+ S . (32D
J.Jj'=1

Combining (3.19) with (3.21), we find

- iy _ il (G (G
l]OPOK(l)z,o,j(P,Q) :ilgz[”,z_lz(l_e P‘f)(l_e gt y—L = 2711 /’n(p qQ)
+(1 - eI )(2;1)’ Ea@p |- (3.22)

We now derive w.r.t. p;, q;, and then set p = —q = (po, 6), thus ﬁnding4:

82

2 =R - N SR N N
Fymarem—$ (po,0), (—po,0)) = K;>; .((po, 0), (—po, 0)
Po ap1,idpa,j 00:(( ro, 0)) t,j,n( P 0. 0))

= - -
— S ((—po, 0), ,0)) . (3.23
’apl,, i :((=po, 0), (po, 0)) . (3.23)

Finally, notice that 9, J,Sfﬁ ((— Do, 6), (po, 6)) is constant in pg (recall the definition of
Schwinger term, Eq. (3.16), and of C;, Eq. (3.9)). Therefore, after differentiation in py, the
final claim follows. O

4 In (3.23), wedenote by py and P> the first and second arguments of I?go §>38 well as 01“3‘\3:I ; correspondingly,
we denote by 31)31 - and F the derivatives with respect to the i-th components of the first and second
arguments thereof.
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3.2 Universality of the Euclidean Conductivity Matrix

Here we prove the universality of the Euclidean conductivity matrix, defined in Eq. (3.4).
We restrict to the range of parameters (2.20), as discussed at the beginning of Sect. 2.3.1. In
terms of the renormalized parameters, we restate (2.20) as

0<¢< % mey > me._| | (3.24)
where

mpy =mpg_ +6v30sing . (3.25)
A key ingredient in the proof is the following regularity result for the correlation functions.

Proposition 3.3 There exists Uy > 0 such that, for |U| < Uy and for parameters (¢, mg )
in the range (3.24), the following is true. There exist functions §(U, mg, —, ¢), 6(U, mpg —, @),
analytic in U and vanishing at U = 0, such that the Euclidean correlation functions K 5,‘) ),
1?5,1/,: (p, q), aswell as the Schwinger terms gf (p), §§’n(p, q), witht € {0, 3, V}, are analytic

in U; moreover, if mg — # 0, they are C3inp, q € Be(0), uniformly in U and .

The proof of this proposition is postponed to the next section. Its content, combined
with the (consequences of the) Ward identities discussed above, immediately implies the
universality of the Euclidean conductivity matrix.

Lemma 3.4 Under the same assumptions as Proposition 3.3, if mg — # 0, then

I .. .
oy = 5 [signCng +) = sign(mg )] - (3.26)

Proof (Assuming the validity of Proposition 3.3). Thanks to Proposition 3.3, we know that
the correlation functions K E’U p), K E,v,ﬁ(p’ q), and the Schwinger terms §?(p), TS’\?ﬁ(p, q),

witht € {0, 3, V}, are C%in P, q € B:(0), for |U| < Up. Therefore, we can apply Lemma 3.1
and Lemma 3.2. Using Lemma 3.1, we rewrite the Euclidean conductivity matrix as:

1 0 -~
ot = —————KF0). (3.27)
|€1 A £2] 9po
Then, we rewrite K iR j in terms of the non-interacting current—current correlation associated

with HR, via the following interpolation formula:

~ e U d ~p
R, (p) = R*0(p) + /0 av’ R ). (3.28)

where K l.R}.U (p) is the correlation associated with the (8, L — oo limit of the) Gibbs measure
with Hamiltonian

Hy =My +U'V 48U, mg —, ¢) Z [nia —nz gl +6WU  mr —, ¢) Z ng,
XeAp XeAp

(3.29)

cf. with Eq. (2.22). Computing the derivative in U":
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U
e —~ 206 SR.U’
K} =K ) —/O du’ [aU,(U’,mR,f,fb) K% (. —p)
0& R SRU
o U me ) K -p + RS 0 -] 3.30)

We now take the derivative w.r.t. pg and take pp — 0. Using Lemma 3.2, we immediately
get:

3 = 9 2RO
—K}0) = —K 0, 331
30 KO = 5 KO (3.31)
that is, o} = o&R (we recall that 0% is the non-interacting Euclidean con-
Y Y lu=0 Vo lu=0

ductivity associated with the quadratic Hamiltonian HOR at mg,—, which is assumed to be
different from zero). The final claim, Eq. (3.26), follows from a direct computation of the
non-interacting conductivity, cf. with [22, Appendix B, Eq. (B.8)]. O

4 Proof of Proposition 3.3

The proof of Proposition 3.3 is a rather standard application of RG methods for fermions
(see, e.g., [11,16,18,32] for reviews). A similar analysis for interacting graphene, which
corresponds to the case 1, = W = 0, has been discussed in [20,21], which we refer to
for further details. See also [19], where an application to the Haldane-Hubbard model was
discussed. The RG construction of the ground-state correlation functions, uniformly in the
gap, is ultimately made possible by the fact that the many-body interaction, in the critical,
massless, case, is irrelevant in the RG sense. The only qualitative effect of the interaction, with
respect to the non-interacting theory, is a finite renormalization of the gap, of the chemical
potential, of the Fermi velocity and of the wave function renormalization.

We recall once more that we restrict the discussion to the range of parameters (3.24).
Moreover, we assume that W is not too large, W < M), for a pre-fixed constant My, the
case of large W being substantially simpler, and left to the reader (for large W, the system is
massive and is in a trivial, non-topological, insulating phase, as it follows from the proof of
[22]). Finally, for simplicity, we set t; = 1, that is, we set the scale of the bandwidth equal
to one.

Proof The starting point is the well-known representation of the Euclidean correlation in
terms of Grassmann integrals (see, for instance, [20,22]). The generating functional of the
correlations is denoted by W(f, A), with f an external Grassmann field coupled to the
fermionic fields, and A a (five-component) external complex field conjugated to the lattice
currents and the quartic interaction. We have:

[ P(dW)eVOHENH.A)

VU A)
[ PAW)e V@

, 4.1)

where: \I—'fs, withx = (x0, x) € [0, B) x Ap and s € {1, |}, is a two-component Grassmann

spinor, whose components will be denoted by \l/;f 0,59 with p = A, B; P(dV) is the fermionic
Gaussian integration with propagator

Y CiK(X—V) A
8.y (X, y) = ﬂsfz ) > KK, 4.2)
ko€ 3 (Z+7) ke 72
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where Zj = Z/LZ and, letting
R(k) = =26 cos p(ar (k) — a1 (k5)),  mp(k) = mg - + 2n(aa(k) — ax(kp)) sin g,

and recalling that we set 71 = 1,

§l) = ( —iko+ RO +mp®) - ) 1
—e®  —iko+RE) - mp®)

with the understanding that, at contact, g(x, x) should be interpreted as lim,_,o+[g(x +
(€, 0),%) + g(x — (£, 0), X)];

V) = / dxo Z U Z Z nx,pVp, p’(x y)n(xo )0

XeAp yeAL p,p'=A,B

FO(U 1R )1, = nx,8) + EU 1R, s, (43)
where ny , = ZS:T, i \IJ;(’: .5 Ux p.s 1s the Grassmann counterpart of the density operator,

and ny = Zp:A,B nx, p; finally,

W, f) = / dxo 3 30 (W fo + V),

XeAps=m

JA=—m > D ZAWJM,

pUEZ”Z pEZ”Z2 u=0

where fl‘,,ﬂ = foﬂ dxo Y zen, € P¥Jx, and: Jxo = ny is the Grassmann counterpart.of
the density; Jx 1, Jx,2 are the Grassmann counterparts of the two components of the lattice
current,

3 . - V3 - .
Jx,l = E(Jx,l + Jx,Z)» Jx,2 = 7(_-])(,1 + Jx,Z)a
with

jx,z =—J

Ixi=—Ji i — Y ith

£ ¥+ —l - J)?

i—l1+6
and
o e — TS e = — L1+ - o, _ .
y= Y [V HG -, —iv] HG - HY; ]
s=1.}
Jx.3 = nx A — nx p is the Grassmann counterpart of the staggered density; Jx 4 is the Grass-
mann counterpart of the quartic interaction,
Jxa = Z nx,pUp,p’()_é - ?)n(xo,f).p’ . (4.4
Vo0

The derivatives of the generating functional computed at zero external fields equal the
Euclidean correlation functions, cf. with, e.g., [19, Eq. (27), (28)]. Needless to say, the
Euclidean correlations satisfy non trivial Ward Identities, following from the lattice continu-
ity equation. For an example, cf. with [19, Eq. (19),(20)]. O
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In order to compute the generating functional W( f, A) in Eq. (4.1), we use an expansion
in U, which is convergent uniformly in the volume and temperature, and uniformly close
to (and even on) the critical lines mr + = 0. Note that, in the parameter range (3.24) the

propagator g(k) is singular only when mgr _ = 0, in which case the singularity is located
atky = (0, i =), with = (2n ii’}) Due to this singularity, the Grassmann integral

has, a priori, an infrared problem, which we resolve by a multi-scale re-summation of the
corresponding singularities.

The multi-scale computation of the generating function proceeds as follows. First of
all, we distinguish the ultraviolet modes, corresponding to large values of the Matsubara
frequency, from the infrared ones, by introducing two compactly supported cut-off functions,
x+(K), supported i 1n the vicinity of the Fermi points kf = (0, kKt 7); more precisely, we let
x+(k) = xok — kE 7)» Where xo is a smooth characteristic functlon of the ball of radius ay,
with ag equal to, say, 1/3) and by letting xu (k) = 1 — >, xo(k). We correspondingly
split the propagator in its ultraviolet and infrared components:

gx.y) =gV x.y)+ Y e (S0 x y) 4.5)
w==%

where gV (x, y) and g <0 (x, y) are defined in a way similar to Eq.(4.2), with g (k) replaced
by xuv(k)g(k) and by xo(k)g(k + k%), respectively. We then split the Grassmann field as a
sum of two independent fields, with propagators g1 and g(<0:

+ gD +ik2% g, £(<0)
"le,x - \IJX,S + Z € £ "I"x,s,\w
w==+

and we rewrite the Grassmann Gaussian integration as the product of two independent Gaus-
sians: P(d¥) = PV (SO p@wd), By construction, the integration of the ‘ultraviolet’
field (D does not have any infrared singularity and, therefore, can be performed in a straight-
forward manner, thus allowing us to rewrite the generating function W( f, A) as the logarithm
of

VO
No

where V© and B© are, respectively, the effective potential and the effective source: they
are defined by the conditions that V@ (0) = 0 and B@(0, 7, A) = BO(¥,0,0) = 0.
The normalization constant N is fixed in such a way that Ny = f P lIJ(<0))e_v(0>(‘1’(@)).
AU WO vO and BO are expressed as series of monomials in the W, f, A fields, whose
kernels (given by the sum of all possible Feynman diagrams with fixed number and fixed
space-time location of the external legs) are analytic functions of the interaction strength,
for U sufficiently small. The precise statement and the proof of these claims are essentially
identical to those of [20, Lemma 2], see also [22, Lemma 5.2] or [17, Section 6]; details will
not belabored here and are left to the reader.

In order to integrate the infrared scales, one has to exploit certain lattice symmetries of
the model (which replace those of [20, Lemma 1]), which allow us to reduce the number
of independent relevant and marginal terms generated by the multi-scale integration. In
particular, the symmetries under which the effective potential V@ (W) is invariant are the
following [19, Sect. IIL.B].

(1) Discrete rotation:

/ P(dllf(go))€7V(O)(w(<0))+3(0)(w(<0)’f’f\) (4 6)

A 2

W ioFn_ —tk’(zn \117

I+ + i lon_ —iwXn_
Kosw € TK 5.0 ° v N/ e 3 “@.7

K. s,w TK ,s, a)e
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where, denoting the Pauli matrices by o1, 02, 03, we defined
no=0—-03)/2, Tk =) e 3728); (4.8)

that is, T is the spatial rotation by 27r/3 in the counter-clockwise direction.
(2) Complex conjugation:

\ill?s,w — \ilfk, c—c*, o= —¢, 4.9)

S, —w’
where ¢ € C is a generic constant appearing in P(dW) or in V(¥) and c¢* is its complex
conjugate.

(3) Horizontal reflections:

= \TR
— 01 \IJth’,s,a) ’ \Ijk’,s,w

\.AIJ_

K, s,

- \Ap;hk’,s,wal ? (W7 ¢) - (_W, _¢) (410)

where Ry k' = (ky, —ki, k).
(4) Vertical reflections:

Vi sw = Vowso: ¢ —0. (4.11)
where R k' = (k],, k/l’ _k/z)-
(5) Particle-hole:
= .5+ T ~ AT
lIlk’,s,w - l\p;k’,s,—w ’ \plj,s,a) - llyPk’,s,_w s ¢ g _¢ . (4.12)
where PK' = (k(, —k}, —kb).
(6) Magnetic reflections:
\fllz,m) — —io] 03®:Rvk’,s,w , \il]:r,,s’w — _i\ili_Rvk’,s,wG:’)al , o> T —¢.(4.13)

These symmetries have nonperturbative consequences on the structure of the effective
interaction action V©_ At fixed W, ¢, the theory is invariant under the transformations (1),
(2)+(4), and (2)+(5). In particular, these transformations leave the quadratic part

K . R .
0w = 2/ i oo W2 O¥ (4.14)
5,0

of the effective potential VO (W) invariant (in (4.14), f —27’;“"23‘ is a shorthand for the Riemann
sum (BL%)~! Zkoe zz ZEeBL ). This means that:

WA (') = /(T HC0n i 0) (7 =1ig el @ 47
2,(0 2,(0
= [W0 (k. —ki kp]* = [WA0) (—kpo &1, k5] (4.15)

The values of Wz(oz) (k') and of its derivatives at k" = 0 define the effective coupling constants.
By computing Eq. (4.15) at k' = 0, we find, for ® = =+,

~ Lo N Lo ~ A
W ) = e T @ T = WO 0] =[] . @16
This implies:

Wyon (0) = £4,0 + 84,003, (4.17)
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for two real constants &, o and &, 0. Let us now discuss the structure of the derivative of the
kernel of the quadratic terms. By taking the derivative of Eq. (4.15) w.r.t. K’ and then setting
k' = 0, we get:

D Wi (0) = e F o= T WD) @) T = (= Ry Wi (0)
= (=P)o W) (0), 4.18)

where R, (resp. P) is the diagonal matrix with diagonal elements (1,1, —1) (resp.
(1, —1, —1)). 4.18) implies that:

(4.19)

k/ak/W§93)(0)=< ity _““’(_"ki*“’ké),

—u, ik} + wk}) —i22,wk

where U, 21,0, 22,0 are real constants.

The integration of lllc(fo) is performed iteratively. One rewrites \IJ(EFO) =3 <0 \IJ(E,h), for

suitable single-scale fields \113’). The covariance éfvh) of ﬂlé,h), supported for quasi-momenta
Kk’ such that (102”_1 <K < a02h+1 , will be defined inductively. We consider two different
regimes. The first corresponds to scales & > h’]‘, with

¥ := min{0, |log, mg + 1}, (4.20)

and the rest to scales h} > h > h} with h3 := min{0, [log, [mg ||} (recall that we are
focusing on the case that mg + > |mpg —|.). We describe the iteration in an inductive way.
Assume that the fields ¥ © @D @D 5> h}, have been integrated out and that
after their integration the generating function has the following structure, analogous to the
one at scale 0:

V(1A

N / P(dW(S)e= VI WISITBOWED. 0 401y

h

where V) and B™ are, respectively, the effective potential and source terms, satisfying
the conditions that V™ (0) = 0 and B™ (0, f,A) =B M (W, 0,0) = 0. The normalization
constant AV, is fixed in such a way that \j, = [ PAWE) e VPSS Here P(aw(Eh)
is the Grassmann Gaussian integration with propagator (diagonal in the s and w indices)

_ dK'
oM (x, y) :/‘P(d\y(éh))\px!é(vih)\p;ﬁim [ e K (=) 5 (<) i

where, letting
- . . I, 3 ,
rok) = R(K' + k%), sok')=—[QU*K +kp) — E(ikﬂ + wky)], (4.22)

m_(K'y = mg - + 20 (2 (K +k7) — aa (k7)) sin ¢, (4.23)
my(K) = mg — +63/3nsind + 20 (2 (K + k) —aa(k}))sing,  (4.24)

and x; (K') = xo(27"K'),

ar,wn(K) b}, (K) >_1 (4.25)

o (S (K'Y = K’ (
ga) ( ) Xh( ) bw,h(k/) az,w,h(k/)

with
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apon(&) = —ikoZp wn + ro®) + (=1) " my, (K'),
o n(K) = —vy 4 (ik] + ok)) + s, (k') (4.26)

and the understanding that (—1)"—1 is equal to 41, if p = A, and equal to —1, if p = B.
The quantities Z, ,, , and vy, j are real, and they have, respectively, the meaning of wave
function renormalizations and of effective velocities. Note that r,, (l_c" ) and s, (l? ) are both of
order 0(|l_<”|2), while the mass satisfies (again, recall that mg 4 = mgr — + 6+/31; sin b):

Mey(K') = mg o + 1,(K'),  with 1,(K) = O(K'?).

By definition, the representation above is valid at the initial step, # = 0. In order to inductively
prove its validity at the generic step, let us discuss how to pass from scale £ to scale & — 1, that
is, how to integrate out the field ¥, and how to re-express the resulting effective theory in
the form (4.21), with & replaced by h — 1. Before integrating the W field out, we split V'
and B™ into their local and irrelevant parts (here, for simplicity, we spell out the definitions
onlyinthe f = Ocase): V" = LV RV ® and BW = £BM + RBM  where, denoting
the quadratic part of V) by

dk’

h (h)

Q( )(\IJ) = Z/ (27_[)3 k/sa)WZ (u(k )lllk/s‘a)’
w,s

and the part of B™ of order (2,0, 1) in (¢, f, A) by

h + (h) -
oM. 4= 3, / )3 (2n)3 Ap i s Moo & D0,

w,s, L
we let:

dk’ / 5y
£V () — Z/(z s Gt WP 0) + K o Wi )]

and

dk’ %
A () -
B( )(LIJ 0 A) Z / (27[)3 / W A \DI:Cer s, (uWZ 1; I, w(o, O)Wk/’x,w

w,$, [

By the symmetries of the model,

K’ N ) .
cv®wy =3" / P [zhgw,hwl‘;,wwk,,s,w +2"8, 00 | osb
w,s

—izlwnko  —Uwn(—ik] + 0k))\ & — ]
§r Lo, B \1/ , 4.27
s (—uw,h(zki Yok —izzwako sl @20

where &, 4, 8w, 1y Zp,0,h» Uo,n are real constants and o3 is the third Pauli matrix. We
also denote by v, w.n = Wz(hl) . »(0.0) the vertex functions, entering the definition of
EB(h)(\IJ, 0, A). Notice that their structure is constrained by the Ward Identities. E.g.,
using [19, Eq. (20)], one finds that yp 4,5 = — Zizl(zp,w,h + Zp,w.n)p (Where n, =
(1 + (_1)[)—103)/2), Yl,w,h = _(Uw,h + uw,h)UZ’ and Y2,0,h = _w(vw,h + ua),h)al- How-
ever, in the following, we will neither need these identities, nor to identify any special structure
of Yy,w.n, With p =3, 4.

Once the effective potential and source have been split into local and irrelevant parts,
we combine the part of £V in the second line of (4.27) with the Gaussian integration
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P(dW(sM), thus defining a dressed measure P(dlll(<h)) whose propagator g ~(\h) (x,y) is

analogous to g <h (x,y), with the only difference that the functions a, o », bw nin (4.25)-
(4.26) are replaced by

dpwon-10K) = —ikoZp wn-1(K) + ro,(K) + (—=1)P " m, (k)
o 1K) = =B, 41 (K)(iK| + wk)) + 55K,
with
Zp,w,h—l(k/) = Zp.w,h + Zpw.h Xh(k/),
Voo h—1(K') = vg.p + te p xn (K').

Now, by rewriting the support function y(k’) in the definition of g h)(x y) as x5 (K) =
fi®) + =1 ("), we correspondingly rewrite: 2"y =8y + g0 TV y),
where gw -b (x,y) is defined exactly as in (4.25), (4.26), with h replaced by 7 — 1, and
Zp.w,h—1, Vo, h—1 defined by the flow equations:

Zpwh-1=2Zpwh+Zpwh  Voh-1=Voh+ Usxh-
We are now ready to integrate the fields on scale 4. We define:

e—V(h’l)(\IJ)+B(”’1)(‘I‘,f,A)+w(h)(f,A)
Y L
Xe—RV(’“(ll’(">+\ll)+£8(h)(\U<h)+\ll.f,A)+RB(h)(\ll(h)+\ll,f,A) (4.28)

where P(dW ™) is the Gaussian integration with propagator g(h)

W gy — N oh Ak’ o -
F <‘1’>—22 Eooh / By Wso Wi

(h) hg LS 5
F (W) = Zz o | G )3wk/swoawk,,s,w,

and Ch_1 = f }N’(d\IJ(h))e_FS(h)WWHRVW(W(M). Finally, letting W=D =) 4y e
obtain the same expression as (4.21), with & replaced by 2 — 1. This concludes the proof of
the inductive step, corresponding to the integration of the fields on scale &, with i > h}. By
construction, the running coupling constants T, = (£u .1, Sw.h> ZA.w.hs ZB.w. s Vo, h) wel+)
verify the following recursive equations:

Ewi—1 = 2 + By 4 (U, Th, ... To),
81 = 2801 + B, (U, Th. ..., T0),

Z. - -
Zpwih—1=Zpwn+ ﬂw,;f(U, Thy -5 T0),
Vo,h—1 = Vo,n + By (U, Ty ..., T0)s (4.29)

for suitable functions ,3 known as the (components of the) beta function. Note that the

w,h’
initial data &, 0, 64,0, Zp,0,0, Vw,0 are analytically close to &, 8, 1, % respectively; they are
not exactly independent of the indices p, w, due to the effect of the ultraviolet integration.
However, for small values of mg 4, the difference between the initial data, for different values
of the indices, differ at most by O(Umg ) (note that mg 1 = O(|mg 4| + sing)). As we
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shall see below, the running coupling constants remain analytically close to their initial data,
forall 1 < 0. Similarly, the vertex functions satisfy recursive equations driven by the running
coupling constants themselves:

0
Yuw,h—1 = Yu,oh + Z Yi,o,n IBI};ywyll/(Uv ?h’ cees ?0) ,
W=h

whose solution remains analytically close to the corresponding initial data, for all 4 < 0.

From the structure and properties of the effective propagator on scale &, see (4.25) and
following lines, one recognizes that the effective theory at scale % is a lattice regularization
of a theory of relativistic fermions with masses mg +. As anticipated above, Z,, .,  and v,
remain analytically close to their initial data 1, %, forall 4 < O: therefore, it is straightforward
to check that the single scale propagator satisfies

22h
w <Cn——— ., VYNZ>1. 4.30
188V < Ov i =y (4.30)
Moreover, the single-scale propagator admits the decomposition:
P xy) =GP xy) + g x,y) 431

where Ggl )(x, y) is obtained from gg' )(x, y) by setting mgr ,, = 0, and where the remainder
term ggf )r satisfies the same bound as gg’ ) times an extra factor mR,wZ’h, which is small, for
all scales larger than A7.
Due to the fact that mr 4+ > |mpg,—|, once we reach the scale h = hT, the infrared
propagator of the field corresponding to w = + satisfies the following bound:
(<) 22

lgy "x,yl<C (4.32)

A ————
L+ @"x —ypV
that is, it admits the same qualitative bound as the corresponding single scale propagator on
scale & = h}. For this reason, it can be integrated in a single step, without any further need
for a multiscale analysis. We do so and, after its integration, we are left with an effective
. <hy . . . .
theory on scales 4 < h}, depending only on \IJS\ '), which we integrate in a multiscale
fashion, similar to the one described above, until the scale 7 = hz is reached. At that point,
. <h} . . .
the infrared propagator g(_ ») satisfies a bound similar to (4.32), with h7 replaced by 43, and
the corresponding field can be integrated in a single step. The outcome of the final integration
is the desired generating function.
The iterative integration procedure described above provides an explicit algorithm for com-
puting the kernels of the effective potential and sources. In particular, they can be represented
as sums of Gallavotti-Nicolo trees, identical to those of [20, Section 3], modulo the following

minor differences. The endpoints v on scale h,, = +1 are associated either with F, %_(0) IS

or with F{” (W€ or with LBO (WSO £ A), or with one of the terms in RV (¥(<0))
orin RBO (WS £ A); the endpoints on scale /2, < 0 are, instead, associated either with
FM D@ Sh=D) or with £ ™D (w(Sh=D) or with LB D@ =D £ A). The
most important novelty of the present construction, as compared with [20], is the presence
of the relevant couplings &, , 8,1, whose flow must be controlled by properly choosing
the counterterms & and §, see discussion below. Recall that the flows of £, , and 8., stop
at scale h7; for smaller scales, we let £y = 84 = 0, VA’ < h¥. Similarly, we let the
other running coupling constants with @ = +, that is, Z, 1 , and vy j, be zero for scales
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smaller than A7 It turns out that the tree expansion is absolutely convergent, provided that
U is small enough and the relevant couplings remain small, uniformly in the scale 7 < 0.
More precisely, the kernels of the effective potential satisfy the following bound (a similar
statement is valid, of course, for the kernels of the effective source). Notation-wise, we let
Wn(h) (x1, ..., X,) be the kernel of the effective potential V") (W) associated with the mono-
mial in ¥ of order n; of course, W,gh) is non zero only if n is even. The arguments X, ..., X,
are the space-time coordinates of the Grassmann fields; the kernel implicitly depends also
on the p, w indices of the external fields, but we do not spell out their dependence explic-
itly. We also let | W[} := [dxs - dx, (W (x1, ..., %n)| (here J dx is a shorthand for

foﬂ dxo )’ FeA, ), which is independent of X1, due to translational invariance.

Lemma 4.1 There exist positive constants Uy, 8, Co, such that the following is true. Suppose
that max, o k>n{lZp,wix — 11, Vo k — %|, léw.kls 18wk} < ClU|. Then, the kernels of the
effective potential on scale h — 1 are analytic in U for |U| < Uy/(C + 1), and satisfy the
bound

Iws"=V 1 < CluRt + Colu 2"+ (4.33)
2
W=D < cu =12t G0 v >4 4.34)

The components of the beta function are analytic in U in the same domain, and satisfy:
B WU, T, ... T0)| < ColU 27" (4.35)

The proof of the lemma goes along the same lines as the proof of [20, Theorem 2], see
also the review [18], and will not be repeated here. Two key ingredients in the proof are:
the representation of the iterated truncated expectations in terms of the Brydges—Battle—
Federbush determinant formula, and the Gram-Hadamard bound. The factors 2 appearing
in the right sides of (4.33), (4.34) and (4.35), represent a ‘dimensional gain’, as compared to
a more basic, naive, dimensional bound, proportional to 23~" which is suggested by the
fact that the scaling dimension of the contributions to the effective potential with n external
fermionic is equal to 3 — n, in the RG jargon (we use the convention that positive/negative
scaling dimensions correspond to relevant/irrelevant operators). Such a dimensional gain is
due to the RG irrelevance of the quartic interaction (note that 3—n = —1 forn = 4) and to the
so-called short-memory property of the Gallavotti-Nicolo trees (“long trees are exponentially
suppressed”): all the contributions to the effective potential associated with trees that have
at least one endpoint on scale 41 have this additional exponentially decaying factor. The
only contributions not having such a gain are those associated with trees without endpoints
on scale +1. The key remark is that, since the running coupling constants are all associated
with quadratic contributions in the fermionic fields, such contributions are very simple and
explicit: they can all be represented as sums of linear Feynman diagrams with two external
legs (‘chain diagrams’), obtained by contracting in all possible ways the two-legged vertices
corresponding to the running coupling constants &, , 8, k. Therefore, they only contribute
to the quadratic part of the effective potential, and they lead to the first term in the right side
of (4.33). Note also that such diagrams do not contribute to the beta function: in fact, the
beta function at scale / is obtained by taking the ‘local part’ of Wz(h), which is equal to the

value of the Fourier transform VT/Z(Z) at K’ = 0. If we compute the chain diagrams at k' = 0,
we see that the quasi-momenta of all the propagators of the chain diagram are equal to zero;
therefore, the value of the diagram is zero, too, due to the compact support properties of the
single-scale propagator.
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The idea, now, is to use the bound on the beta function to inductively prove the assumption
on the running coupling constants, or, more precisely, the following improved version of the
inductive assumption:

1Zpwn — 1 < CIUI,  |vwn — 31 < CIU, Vi <h <0,
lE_pl < ClURM, 15,1 < ClUR%, Vi3 <h <0,
& h —E_pl SCIURMTI, 1804 —8_ 5l < CIURNTI, VRT <h <0, (4.36)

for a suitable C > O (recall that, by definition, & , =81 4 = Z, y n = vy = 0,Yh < h)).
Note that the bound on the beta function is already enough to prove the assumption for Z, , 5
and v,, ». The subtle point is to control the flow of &, 5, 8, 1, provided the initial data &, §
are properly chosen. This is the content of the next lemma.

Lemma4.2 There exist positive constants Uy, C, and functions § = §(U, mp—, ¢), § =
EWU,mg,—, ¢), analytic in U for |U| < Uy/(C + 1) and vanishing at U = 0, such that
(4.36) are verified.

Proof We solve the beta function by looking at it as a fixed point equation on a suitable space
of sequences. The fixed point equation arises by iterating the beta function equation and then
imposing that 5—,@ =4_ Wy = 0. By iterating the first two equations of (4.29), we get, for
all iy < h <0,

0
Son =2 (Ewo+ Y 2B (UL FL L )

k=h+1
0
Son =2"(0wo+ Y, 2B LU, T, ... T0)) (4.37)
k=h+1
with the understanding that £, , = 64, = 0, Vh < h}. Consider first the case @ = —. By

imposing the condition that é_’hz = 8_,;,; = 0, we find that

0 0
fo=— Y 27U F R so=— ) 2T UL R,

k=h+1 k=h+1
(4.38)
Plugging these identities back in (4.37) with @ = — gives
S—,h = - Z 2k7h71:35’k(U’?h7"'5 ?0)7
s <k<h
Sop=— Y 2B (WU, T, ... 70 (4.39)
s <k<h

which is the desired equation for §_ ;,, §_ j,. Consider next the case @ = 4. The initial data
&40, 64 0 intherightside of (4.37) are regarded as given functions of U, §_ o, 6— o, mRr —, @,
whose explicit form follows from the ultraviolet integration, such that both &, o — &_ o and
84,0 — 6 o are of the order O (U min{mg +, 1}). More explicitly, we write,

g+,0 = 5—,0 + )E+(U7 S—,Ov 5—,07 mR,—, ¢)7
Sr0=0_0+d(U,§_0,8_0,mr—, ), (4.40)
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where X, and d, are analytic in U,&_o,6_0 for |&E_pl,|6-0| < C|U| and |U| <
Up/(C + 1), and satisfy:
X+ (U, §-0,8-,0,mr,—, $)| < C1|U| min{mpg 4, 1},
T (U, 60, 8_0, mr—, &) — T+(U, & . 8" g, mr —, §)|
< C|U min{mg 4, 1}(15-0 — &~ ol +16-0 = 8" o) , (4.41)

for some C; > 0, and analogously for d. . Plugging (4.40), with &_ ¢, 8_ o written as in
(4.38), back in (4.37) with w = +, we get the desired equation for & j, 8+ 5:

0 h
Eoa=27"E 4+ Y 2B, - - Y 2R,
k=h+1 k=h%+1

0 h
Sen=2"dr+ Y 2B -0 Y 2B, (4.42)

k=h+1 k=h3+1

for all A7 < h < 0. The equations (4.39) and (4.42), together with the analogues of (4.37)
for the running coupling constants Z, ., , Vi, are looked at as a fixed point equation on
the space M of sequences of running coupling constants 7 := {?hvzf, ..., T}, endowed with
the norm

3
—0h —0h
lzlle = max { r;lgg{lzp,w,h =1, [Vo,n — El’ 2776, 2770 8- m s
w,p

max {[&4 — E-ul2"7, 181 — 812" . (443)
HE<h<0

More precisely, the sequence of running coupling constants, solution of the flow equation

with boundary data such that S—vhﬁ = 5_’;,5 = 0, is the fixed point of the map T — 7/ = T(z)

that, in components, reads (we write the argument of the beta function as (U, ), and we do

not indicate the argument of % and d., for short):

h

g ,=— Y 2 WD, VR3<h<O (4.44)
k=h3+1
h
§ == > 28" U, D). Yh3<h<0 (4.45)
k=h}+1

0
go=2"5 4 Y 2B W) - B UL )
k=h+1
h
3 2R WL, VA< K <O (4.46)
k=h3+1

0
Sop=2"d+ Y 2B WU D - B WU D)

k=h+1
h
- D 2R WD, VAT <h<O (4.47)
k=h3+1
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0
hon =1+Zpo+ Y. BLLW.D). VA3<h<O (4.48)
k=h+1
3 0
Vo = 30+ B0 + > BLU. D). Vh3<h <O (4.49)
k=h+1

with the understanding that the running coupling constants with @ = + are zero for all
scales smaller than hi: &y, = 61 p = Zp 1 p = vep = 0, for all A < hj. More-
over, in the last two lines, we rewrote Z, 4,0 = 1 + Zp,0 and v, 0 = % + v,, where
Z,o,w = Z)O,L()(Uv &_0,0_0,mr—,¢) and v, = V,(U,&_ o, 5_ 0, mr,—, ¢) are analytic in
U,&_o,6_for|_9l, [6— 0] < C|U|and |U| < Up/(C + 1), and satisfy:

1Zp,0(U,&-0,8-0,mr,—, p)| < C1|U],
|Z,o,w(Ua S—,Oa 5—,0, mR,—, @) — Zp,w(U» S/_,(), 5/_,(), mR,—, 9)|
SClU[(€-0 =& ol +16-0—8" 4D, (4.50)

and analogously for v,. In addition, the differences z,, + —Zz,,— and vy — v_ satisfy the same
bound as (4.41).

We want to show that the map 7 — T(r) admits a unique fixed point in the ball By =
{t e M : |lzllp < C|U|}, for a suitable C > 0. In order to prove this, we show that, if
7.7’ € By,

IT@le < CIUI,  IT@ —T@)le < CIUI Iz~ llo 4.51)

for a suitable C. Once (4.51) is proved, the existence of a unique fixed point in By follows
via the Banach fixed point theorem, and we are done: such a fixed point defines the initial
data £_ o, 6_ o generating a solution to the flow equation satisfying (4.36), as desired. Of
course, fixing £_ o, 6— o is equivalent (thanks to the analytic implicit function theorem) to
fixing &, §: therefore, the existence of such a fixed point proves the statement of the lemma.

We are left with proving (4.51). If T € By, by using the bound (4.35) on the beta function,
as well as the assumptions (4.41), (4.50) on the initial data (together with their analogues for
d_Jr, Vy), it is immediate to check that

3
1Zpon =S CIUL 1, = SIS CIULIEL 41 S CIUR™, 18, < Clup™,
(4.52)

for all h; < h < O and a suitable constant C. Therefore, in order to check that
IT@le < CIUI|, we are left with proving that max{|¢| , — &" 1,18, , — 8" ,I} <
ClU 2"~ for all ht < h < 0. We spell out the argument for S_/F_h - é/_,h, the proof
for &', — 8", being exactly the same. By using (4.44)~(4.46), we have: &, , — &' | =
2’h£+ + Zg=h+1 2k’h’1(ﬁik(U, T) — ﬁik(U, 7)). Now, the first term in the right side
is bounded by 2-h |xy| < 2C1|U], for all b > h7, by (4.41) and the very definition of A7,
(4.20). In order to bound the sum Y_¢_, | 2**~1(% (U, 1) — B° ,(U. 1)), we note that
ﬂf_ P ,35 « can be expressed as a sum over trees with root on scale , at least an endpoint on
scale 41 (recall the discussion after the statement of Lemma (4.1)) and: either an endpoint
corresponding to a difference &, ;v — £_ j/, or an endpoint corresponding to §4  — §_ y/,
or a propagator gﬁ ) — gﬂ‘ ), with k& > k. The propagator gSf ) _ gg{ ) admits a dimensional

’
bound that is the same as ggc ) times a gain factor 2M=K'. the differences & —é_p and
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84 x — 6_ x are proportional to the same gain factor, due to the assumption that = € By.
All in all, recalling the basic bound on the beta function, (4.35), we find a similar bound,
improved by the gain factor 2hi—k

185 ,(U. 0 — B, (U, )| < 2Co|U 21T 720,

This, together with the bound on 2~"%,, implies the desired bound, €L n — &L 4l

c|\U |2h*’h for all h{ < h < 0 and C sufficiently large. Exactly the same argument implies
the desired bound for R

The proof of the second of (4 51) goes along the same lines, and we only sketch it here.
A similar argument, discussed in all details, can be found in [11, Section 4]. Let us focus, for
simplicity, on the first component of T(z) — T(z’), which reads:

h

Y2k .o - B T).

k=h3+1

The difference ﬁi (U, D) — 55 U, 1’) can be represented as a sum over trees with root on
scale k, atleast an endpoint on scale 41, and: either an endpoint corresponding to a difference

£u,k—&] /- oranendpoint corresponding to 8, x —8! ., or apropagator corresponding to the

’
difference between g () computed at the values (Z .o, &> Vo k) of the effective parameters
and the same propagator computed at (Z ok Vo, k,) for some kK’ > k. The difference

between the propagators computed at dlfferent values of the effective parameters can be

bounded dlmensmnally in the same way as g( K , times an additional factor max,, ,{|Z, o ' —

Z ! k,l [V g —V/ o k! |}. Therefore, recalling the basic bound on the beta function, (4.35), we
ﬁnd a similar bound multiplied by the norm of the difference between the running coupling
constants:

BE (U, 1) = B (U, T)| < 2Co|U K|z — 7', (4.53)

which implies the desired estimate on the first component of T(7) —T(z'). A similar argument
is valid for the other components, but we will not belabor the details here. m]

We now have all the ingredients to prove Proposition 3.3. In fact, in view of Lemma 4.1
and Lemma 4.2, we can fix the counterterms &, § in such a way that the kernels of the effective
potential on all scales are analytic in U, uniformly in the scale, and satisfy (4.33). A simple
by-product of the proof shows that the kernel W,gh) (X1, ..., Xp) decays faster than any power
in the tree distance among the space-time points X1, . . . , X,, with a decay length proportional
to 27", Analogous claims are valid for the kernels of the effective source term and of the
generating function. In particular, recalling that the scale % is always larger or equal than i3,
we have that the kernels of the effective potential, which are nothing else but the multi-point
correlation functions, are analytic in U and decay faster than any power in the tree distance
among their arguments, with a typical decay length of the order 23 ~ |mg,—|. Therefore,
for any mg — # 0, the Fourier transform of any multi-point correlation of local operators is
C° in the momenta. In the massless case, the correlations are dimensionally bounded like
in the graphene case [20,21]: in particular, the two-point density—density, or current—current
correlations decay like |x —y| ~* at large Euclidean space-time separation. For further details
about the construction and estimate of the correlation functions, the reader is referred to, e.g.,
[16,21]. This concludes the proof of Proposition 3.3. O
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5 Proof of Theorem 2.1

In order to conclude the proof of Theorem 2.1, we need to prove that: there exists a choice of
mg - for which the Euclidean correlations of the reference model with Hamiltonian HR, see
(2.22), coincide with those of the original Hamiltonian 7; the Euclidean Kubo conductivity
coincides with the real-time one. Cf. with the last two items, (iii) and (iv), of the list after
(2.23). We also need to prove the regularity and symmetry properties of the critical curves,
stated in Theorem 2.1.

Let us start with discussing item (iii), as well as the C! regularity of the critical curves.
In order to prove the equivalence of  and AR, it is enough to fix the counterterms as
discussed in the previous section, and choose mg,_ to be the solution of (2.23). Let us then
show that (2.23) can be inverted in the formmg - = mpr (U, W, ¢), withmgr _(U, W, ¢)
analytic in U and C' in W, ¢. We want to appeal to the analytic implicit function theorem.
For this purpose, we need to estimate the derivative of §(U, mg-, ¢) w.r.t. mg —. Recall
that §_ o = 6_o(U, mg,—, ¢) satisfies the second of (4.38), and that §(U, mgr,—, ¢) and
38— o(U, mg,—, ¢) are analytically close (they differ only because of the effect of the ultraviolet
integration). Therefore,

1

S, mp—.¢)=— Yy 27 (U, D),

k=h%+1

where 8% « (U, ) accounts for the difference between § and 6_ o due to the ultraviolet
integration. Differentiating both sides with respect to the mass, we find:

1
85(U, me,—, ¢) _ _ Z 2k—1 aﬂi,k

E)mR,_ amR,_

.o,

k=h%+1

which should be looked at as (a component of) a fixed point equation for the derivatives of
the running coupling constants, analogous to the ones solved in the proof of Lemma (4.2).
When acting on the beta function, the derivative with respect to mg, _ can either act on a

’
propagator gg‘ ), or on a running coupling constant. When acting on a propagator, it replaces

’ " ’
gfuk ) by aa rf’l“é —, which is bounded dimensionally in the same way as g((uk ), times an extra factor

proportional to 27", On the other hand, the action of the derivative on a running coupling
constant should be bounded inductively, in the same spirit as the proof of Lemma 4.2. All in
all, recalling also the basic bound on the beta function, (4.35), we get

‘38(U,mR.7,¢)‘ <

1
Y. 2oluR 2t < aul, (5.1)
amR,_

k=h%+1
for a suitable constant C;. Exactly the same argument and estimates are valid for the derivative
with respect to ¢, so that
‘ 08U, mg,—, ¢)
d¢
The last estimate is optimal for small ¢. For larger values of ¢, one can also take advantage of

the symmetry under exchange ¢ — 7 — ¢ (the ‘magnetic reflections’, see (4.13)) to conclude
that the derivative of § with respect to ¢ vanishes continuously as ¢ — (;r/2)~. Moreover,

. <GU|. (5.2)
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by the symmetry properties of the model, §(U, 0,0) = 0. Therefore, [6(U, mgr,—, ¢)| <
2C,|U|(Img.—| + sin ).

Using these bounds and the implicit function theorem, we see that (2.23) can be inverted in
the form (2.24), with [o(U, W, ¢)| < C|U|(W + sin ¢) for some constant C. The equation
for the critical curve in the parameter range we are considering is simply mgr. = 0, that
isW = 3«/?[2 sin¢g + 6(U, 0, ¢), which is Clin ¢ and, thanks to the symmetries of the
problem, it satisfies the properties stated in Theorem 2.1.

We are left with discussing item (iv), that is, the equivalence between the Euclidean
and real-time Kubo conductivities. Given our bounds on the Euclidean correlations, the
equivalence follows from result discussed in previous papers. In fact, our bounds imply that
the current—current correlations, at large space-time separations, decay either faster-than-
any-power decay, if mgr — # 0, or like |x — y|~*, otherwise: therefore, we can repeat step by
step the proof of [22, Theorem 3.1], as the reader can easily check. For a slightly modified
and simplified proof, see also [2, Appendix B] and [35, Section 5].

This concludes the proof of Theorem 2.1. O

5.1 Concluding Remarks

In conclusion, the universality of the Hall conductivity (i.e., its independence from the inter-
action strength) can be seen as a consequence of lattice conservation laws, combined with
the regularity properties of the correlation functions. The quantization of the interacting
Hall conductivity then follows from its quantization in the non-interacting case: however, an
important point in the proof is to compare the interacting system and its conductivity with the
right reference non-interacting system, that is, the one with the right value of the mass; this is
the reason why we introduce a reference non-interacting system with mass equal to the renor-
malized mass of the interacting system; in order to fix the correct value of the renormalized
mass, we need to solve a fixed point equation for it. The same strategy we proposed in the
present context can be easily extended to prove that the Hall conductivity is constant against
any deformation of the Hamiltonian, even non-translationally invariant ones, provided that
the off-diagonal decay of the Euclidean correlations in space and imaginary time is suffi-
ciently fast, in the sense specified by Proposition 3.3. Note that our universality result is
valid as soon as the Fourier transform of the current—current-interaction correlations are C3
in momentum space, which corresponds to a space-time decay faster than (disz.)~° (a critical
analysis of the proof shows that we need even less: C2¢ with ¢ > 0 is a sufficient condition
for our construction to work; this translates into a space-time decay faster than (di st)7).
This means that we do not require the existence of a spectral gap, in the strong sense of
exponential decay of correlations: sufficiently fast polynomial decay is actually enough. It
would be nice to provide a realistic example of a gapless model with fast polynomial decay
of correlations, exhibiting a non-trivial, universal behavior of the transverse conductivity; or,
in alternative, to exclude the possibility that such a model exists.

A problem connected with the one discussed in this paper, but much more challenging,
is to prove universality of the conductivity for clean massless models with slow polynomial
decay of correlations: by ‘slow’, here, we mean that Proposition 3.3 cannot be applied. A

5 Proposition 3.3 is formulated in terms of the regularity of the Fourier transform, but, by anti-trasforming and
going back to real space, the stated properties of the correlation functions can be straightforwardly translated
into a condition of sufficiently fast polynomial decay in space and imaginary time. Such a formulation would be
the right one in order to deal with additional, possibly non-translationally invariant, perturbations, including
weak random potentials (chosen in such a way that the non-interacting spectral gap is not closed by the
randomness).
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first example is the Haldane model, considered in this paper, for values of the parameters on
the critical line. In this case, as already recalled after the statement of Theorem (2.1), one
can prove the universality of the longitudinal conductivity [19]: the proof, which generalizes
the one in [21], uses lattice Ward Identities, combined with the symmetry properties of the
current—current correlation functions. It would be very interesting to establish the universality,
or the violation thereof, of the transverse conductivity on the critical line.

Another context, where the issue of the universality of the conductivity naturally arises,
is the case of bulk massive systems in non-trivial domains with, say, Dirichlet conditions
imposed at the boundary. In such a setting, usually, massless edge states appear, and the
edge system is characterized by correlations with slow polynomial decay. Nevertheless,
universality holds as a consequence of a more subtle mechanism, which relies on the non-
renormalization of the edge chiral anomaly. Using these ideas, two of us proved the validity
of the bulk-edge correspondence in lattice Hall systems with single-mode chiral edge cur-
rents [2], and in the spin-conserving Kane—Mele model [34]. It would be very interesting to
generalize these findings to lattice systems with several edge modes, as well as to continuum
systems.

Finally, it would be extremely interesting to include disorder effect, even in the regime
where the interaction is smaller than the non-interacting gap. Understanding the combined
effects of disorder and interactions in the vicinity of the critical lines is a major open problem,
even from a theoretical physics perspectives. We do not expect that the phase diagram will
remain qualitatively unchanged in their presence: new quantum phases may in general arise in
the vicinity of unperturbed critical lines. In this sense, we expect that the stability of the phase
diagram, if valid at all, will depend on the specific features of the model under investigation.
However, as far as we know, not even the effects of disorder alone are well understood in the
vicinity of the critical lines.
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