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Abstract — A very efficient and accurate method is proposed to evaluate the Lattice Sums (LSs) for the analysis of leaky waves in two-dimensional (2-D) periodic waveguides. The LSs are series involving Hankel functions of arbitrary order, which are not convergent for complex wavenumbers. It is shown that by extending Ewald representations to higher-order Hankel functions, the LSs can be expressed in terms of spatial and spectral series, granting Gaussian convergence even in the case of complex and leaky waves. The method allows for the appropriate choice of the spectral determination for each space harmonic of a given LS coefficient, thus permitting one to obtain modal solutions that may correspond to physical and non-physical leaky-wave phenomena. First, the proposed LS calculation is exploited in the evaluation of the free-space one-dimensional (1-D) periodic Green’s function for 2-D structures. Then, the same procedure for the LSs is implemented in a cylindrical harmonic expansion method, based on the transition-matrix and the generalized reflection-matrix approach, for the full-wave analysis of leaky modes in 2-D Electromagnetic Band-Gap waveguides formed by layered arrays of cylindrical inclusions. The presented LS formalism is numerically slim, very fast, and thus well suited for the analysis of a significant class of lossy periodic waveguides and leaky-wave antennas.
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I. INTRODUCTION

PERIODIC dielectric or metallic structures have been a subject of continuous interest for applications to frequency or polarization-selective devices from microwaves to optical waves [1]. One-dimensional (1-D) periodic arrays of infinitely long parallel strips or cylinders embedded in dielectric structures are typical kinds of discrete periodic systems. These structures are classified as two-dimensional (2-D) since they are geometrically invariant in the direction of infinite extension, i.e., z-direction in Fig. 1, along which also the fields are assumed to not vary. When the array is multilayered, it gives rise to 2-D Frequency Selective Structures (FSSs) and Electromagnetic Band-Gap (EBG) structures in which electromagnetic filtering is achieved and wave propagation is allowed or forbidden within a possibly large frequency range [2], [3], [4]. Furthermore, defect waveguides can be obtained by removing one or a few rows of rods in EBG structures to achieve low-loss propagation in the millimeter-wave and optical ranges [5], [6] as well as highly directive radiation [7]-[9].

Most of the numerical methods available for the full-wave analysis of 2-D electromagnetic scattering by 1-D periodic gratings are based on integral-equation formulation and require the computation of the free-space periodic Green’s function (PGF), typically expressed as an infinite series of zero-th order Hankel functions. Different spectral and integral approaches have been used for the fast computation of the PGF in 2-D problems with 1-D periodicity [10]-[18]. Some of the proposed methods are based on an alternative representation of the 1-D PGF that, by applying Graf’s addition theorem for the Hankel functions, leads to a Neumann series expansion whose coefficients are named Lattice Sums (LSs) [19]-[23]. The LS method becomes particularly effective when the PGF needs to be evaluated many times [19]. Furthermore, effective and tailored methods for the electromagnetic modeling of 2-D photonic crystals composed by cylindrical inclusion are based on the cylindrical-wave expansion (CWE) in conjunction with either the transition-matrix (T-matrix) approach [24]-[27] or the Rayleigh’s method and mode-matching [28]-[32]. In these cases, the reflection and transmission matrices, which relate the incident space-harmonics to the reflected and transmitted ones, are inherently expressed in terms of LSs.

The LSs are a class of Schlömilch series whose terms are expressed as a combination of trigonometric and Hankel functions [33]. The LSs in the original spatial form converge very slowly and are unsuitable for numerical calculation [34]. Different representations have been proposed for accelerating the numerical convergence of the LSs, from the seminal work of Twersky [34], where expressions amenable for numerical computation have been provided, to the improved formulations proposed in [22], [19]-[21], and in [35]. Accelerated
computation of the LSs are based on either suitable integral identities or Ewald representations, as reported in [23], [35] and [36]-[38], respectively. In all the proposed formulations, a pure real phase shift among adjacent cells is considered in the quasi-periodic (i.e., Bloch) problem, and hence in the evaluation of the LSs. This case is of typical interest in the general context of the electromagnetic scattering by periodic gratings. However, there are particular interesting applications of the PGFs and of the relevant LS coefficients where a complex Bloch wavenumber is needed. Typical cases are the modal analyses in periodic gratings, where complex wavenumbers are obtained because of radiative losses (i.e., leaky modes) or ohmic and dielectric losses of the media forming the periodic waveguides. Also, modes in stopband regions are characterized by complex wavenumbers. The knowledge of the modal complex propagation wavenumber is of significant importance for the investigation of the leakage phenomena and the analysis of the radiation features in EBG waveguides and antennas [39], [40], for the design and fabrication of novel leaky-wave antennas [41], [42], and for the studies of a wide class of waveguide-based passive filters with dielectric and ohmic losses [43], [44]. We finally note that complex wavenumbers are also needed if the LSs are used in full-wave procedures to calculate the near field excited by a non-periodic line source on infinite 1-D periodic 2-D gratings [45]-[47]. Unfortunately, the spatial expression of the LSs [27], [34], [37] is not convergent for complex Bloch wavenumbers and careful attention needs to be paid in order to extend the computation to such a case.

In this paper, highly convergent representations of the LSs are applied to the specific case of general complex wavenumber. The method is originated from the standard Ewald transformation [48]. Since LSs involve Hankel functions of any integer order \( m \), the Ewald representation extended to the \( m \)-th order Hankel function is suitably used for the accurate and efficient evaluation of each LS, which has been then split into spectral and spatial Ewald series. The Gaussian asymptotic behavior of such higher-order Ewald series involved in the LSs grants a fast convergence, even in the presence of complex wavenumbers. Furthermore, the proper and improper nature of the field, which is fundamental to correctly assess the leakage phenomena [41], can be taken into account by suitably determining the transverse field behavior of each space harmonic in the relevant spectral Ewald series. Some preliminary results on the capability of the present method to calculate the LSs in the case of complex propagation wavenumbers have been shown in [49]-[51], which are considerably extended here by providing all the details of the analytical derivation and reporting a complete set of results and validations.

The complex-mode dispersive behaviors in 2-D FSSs or EBG waveguides can be analyzed by using either general-purpose periodic mixed-potential integral-equation formulations in conjunction with the method of moments (MoM) [52], [53], or hybrid techniques which combine the finite element (FEM) or full boundary element (BEM) approaches with the periodic spectral-domain Green’s function of layered media [54]-[56], or the Fourier Series Expansion method (FSEM) combined with perfectly matched layers (PMLs) [57], or the Dirichlet-to-Neumann (DtN) map method [58]. Here, the developed procedure for the efficient computation of the LSs with complex wavenumbers is implemented in a FORTRAN numerical code. It is then applied to two independent canonical electromagnetic problems, which can be profitably used for the study of guided complex and leaky modes: i) The evaluation of the free-space 1-D PGF for 2-D structures; ii) The full-wave modeling of EBG waveguides by means of cylindrical harmonic expansion methods. The former problem is applicable to general numerical methods based on integral-equation formulations [52], [53], whereas the latter is particularly suited to the study of structures composed by 1-D periodic arrays of infinitely long parallel cylinders [1, Ch. 3]. In both cases, results obtained with the proposed approach are validated by means of well-established independent methods. The new procedure for the calculation of the LSs is shown to be accurate, robust, and
extremely fast, thus representing an effective numerical tool for the full-wave analysis of 2-D structures with 1-D periodicity in the presence of complex wavenumbers.

This paper is organized as follows. In Section II, the numerical evaluation of the free-space 1-D PGF for 2-D structures and the full-wave modal analysis of 2-D EBG waveguides is formulated in terms of LSs. A discussion of the advantages of using the LS approach and of the divergence of the LS series in the presence of a complex wavenumber is provided. In Section III, the accelerated computation of the LSs using higher-order Ewald representations is illustrated in detail. Spatial and spectral Ewald series are suitably derived and the convergence properties of the obtained expressions are investigated. Finally, the possibility of considering the proper and improper nature of each space harmonic composing the spectral Ewald series is described. In Section IV, numerical results for the accelerated 1-D PGF, evaluated for different choices of complex wavenumbers and kinds of modal regimes, and the leaky-mode dispersion properties of EBG structures are shown and compared with independent results, as a validation of the proposed approach.

II. FORMULATION OF THE PROBLEM AND THEORETICAL BACKGROUND

In this section, the LS formulation is described in the context of two independent electromagnetic problems. First, the calculation of the 2-D PGF of an array of line sources is considered, which can be suitably used in full-wave numerical approaches based on integral equations discretized with the MoM. In this framework, the PGF needs to be typically calculated for numerous combinations of source and observation points, thus making the LS approach particularly effective and suitable.

Then, a full-wave method based on the cylindrical harmonic expansion is examined. This approach is particularly suitable for the analysis of 2-D EBG structures formed by array of circular cylinders, where the effective representation of the scattered fields from periodic objects naturally involves the LS formulation, but does not require the computation of a PGF. In all cases the occurrence of complex Bloch wavenumbers is considered. A time–harmonic dependence $e^{j\omega t}$ is assumed and suppressed throughout this paper.

A. 2-D Green’s function with 1-D Periodicity and the Lattice Sums

The Green’s function of a 1-D array of line sources that are parallel to the $z$ axis and periodically spaced along the direction $x$ (see Fig. 1(a)) in a homogeneous medium, which without loss of generality we take to be the free-space, is given by the following expressions [14], [23]:

$$G(x,y) = \frac{1}{4j} \sum_{n=-\infty}^{\infty} H_0^{(2)}(k_0 \rho_n) e^{-j k_0 \rho_n y}$$

$$= \frac{1}{2j \rho} \sum_{n=-\infty}^{\infty} e^{j \rho n x} \frac{H_0^{(2)}(k_0 \rho_n)}{\sqrt{k_0^2 - k_0^2 \rho^2}} e^{-j k_0 \rho_n y}$$

(1)

The first series in (1) is a spatial-domain representation, where $H_0^{(2)}$ is the zero-th order Hankel function of the second kind, $k_0$ the propagation wavenumber (or the phase shift), $k_0$ is the free-space wavenumber, and $p$ is the period. The second series in (1) is a spectral-domain expression based on Poisson’s formula [14], [15], where the field is represented as a superposition of an infinite number of space harmonics. The $n$-th space harmonic has an $x$-dependence of the kind $e^{-j k_0 x}$, with a complex wavenumber $k_0 = k_0 + 2\pi n/p$. As is known, the spatial series in (1) is not convergent in the general case of a complex wavenumber $k_0 = \beta_0 - j\alpha$, with $\beta_0$ and $\alpha$ the relevant phase and attenuation constants, since the $e^{-j\alpha p}$ contribution is exponentially diverging with either increasing positive or negative $n$ (depending on the sign of $\alpha$) while the Hankel function decreases with a rate slower than exponential [14]. On the other hand, the spectral series in (1) or the integral representation using Ewald transformation (see Appendix A) can be suitably applied for complex wavenumbers. In particular, the latter yields a very fast (Gaussian) converging behavior even in the worst-case scenario of on-plane calculation (i.e., $y = 0$), where the former converges only algebraically.

An alternative way to calculate the Green’s function has been proposed in [19]-[23], which benefits from a Neumann series representation of the spatial series in (1). First, the series in (1) can be rewritten as follows:

$$\frac{1}{4j} \sum_{n=-\infty}^{\infty} H_0^{(2)}(k_0 \rho_n) e^{-j k_0 \rho_n y} = \frac{1}{4j} H_0^{(2)}(k_0 \rho_0) + \frac{1}{4j} \sum_{n=1}^{\infty} H_0^{(2)}(k_0 \rho_n) e^{-j k_0 \rho_n y} + \sum_{n=1}^{\infty} H_0^{(2)}(k_0 \rho_n) e^{j k_0 \rho_n y}$$

(2)

where $\rho_n = [(x - np)^2 + y^2]^{1/2}$ and $\rho = \rho_0$. Then, by removing one of the line sources, a cylindrical region of radius $p$ centered about the vacated line source is source free and the field at an arbitrary observation point $\rho$ in the region can be expanded in a series of Bessel functions. In fact, within the domain defined by $\rho < p$, we may apply the Graf’s addition theorem for the Hankel functions [59]:

$$H_0^{(2)}(k_0 \rho_0) = \sum_{n=-\infty}^{\infty} H_0^{(2)}(k_0 \rho_n) J_n(\rho) e^{-j n \theta}$$

$$H_0^{(2)}(k_0 \rho) = \sum_{n=-\infty}^{\infty} (-1)^n H_0^{(2)}(k_0 \rho_n) J_n(\rho) e^{-j n \theta}$$

(3)

where $\theta = \cos^{-1}(x/\rho)$. Hence, we expand the series within brackets in (1) in terms of Bessel functions [19]-[23]:

$$G(x,y) = \frac{1}{4j} \sum_{n=-\infty}^{\infty} H_0^{(2)}(k_0 \rho_n) J_n(\rho) + J_n(\rho)$$

$$+ 2 \sum_{n=1}^{\infty} L_n(k_0 \rho_n) J_n(\rho) \cos(n \theta)$$

(4)

where $J_n$ is the Bessel function of the first kind and $m$-th order and $L_n$ is an expansion coefficient called the Lattice Sum.
(LS). The coefficients defined by the LS are expressed in the following form, as an infinite sum over multipole line sources [19]-[23]:

\[
L_m(k_0 p, k_0 p) = \sum_{n=1}^{\infty} H^{(2)}_n(k_0 n p) \left[ e^{-j n k_0 x} + (-1)^n e^{-j n k_0 y} \right]
\]  

(5)

for non-negative \( m \).

We observe that every LS coefficient is independent of the observation points and this can represent a significant computational advantage when the PGF needs to be evaluated many times, since we need to calculate LSs only once. Unfortunately, each LS in (5) is very slowly convergent for real wavenumbers \( k_0 = \beta_0 \) and diverges for complex wavenumbers \( k_0 = \beta_0 - j \alpha \). In Section III a highly convergent expression for the LSs will be applied to the case of complex wavenumbers. This expression is based on higher-order spectral and spatial Ewald series, and it easily accounts for the proper and improper determination of the modal fields [41]. The computation time for the evaluation of the 1-D PGF using the proposed approach for the calculation of the LSs will be shown to be lower than that based on the standard application of the Ewald decomposition [13], [14], as the number of the observation points increases within the unit cell.

B. Modal Analysis of 2-D EBG Structures using the Cylindrical-wave Expansion, the Transition Matrix, and the Lattice Sums

The full-wave modal analysis of EBG structures formed by an array of circular cylinders can be performed with a MoM [53] making use of the computation of the PGF as described in the previous subsection. An alternative method is briefly described in this subsection; it does not require the direct calculation of a PGF, but it is still based on the LS technique [25]. This full-wave method [1, Ch. 3]; [27] exploits the effectiveness of the T-matrix approach, which characterizes the nature of the scatterer, and of the generalized reflection and transmission matrices of the layered periodic structure, which can be evaluated by using an effective recursive algorithm [60]. Furthermore, LSs only characterize the periodic arrangements of the scatterers and are independent of the polarization, observations points, and geometrical parameters of the scatterers [19]-[23], thus representing a very smart approach. However, in order to investigate leakage phenomena, a rapidly convergent formulation for the calculation of the LSs with complex wavenumbers is needed, as also commented in [27].

The side view of a 2-D EBG waveguide is shown in Fig. 1(b). The upper and the lower EBG structures consist of \( N_1 \) and \( N_2 \) layered arrays of dielectric circular cylinders, which are infinitely long in the z direction and periodically spaced with a common distance \( p \) in the \( x \) direction. The cylindrical elements should be the same along each layer of the arrays, but those in different layers can be different both in geometrical and material properties. The permittivity and radius of the rods along the \( i \)-th periodic layer are \( \varepsilon_i \) and \( r_i \), respectively, and the distance between the adjacent \( i \)-th and \( (i+1) \)-th layers is \( h_{(i+1)} \). The background medium is homogeneous, and is assumed to be the free space. The guiding region is formed by removing one or few rows of the rods from the original lattice, thus resulting in a multimode EBG waveguide having a width \( w \). The leaky modal field propagating in the 1-D periodic waveguide can be represented as a superposition of an infinite number of space harmonics. The \( n \)-th space harmonic has an \( x \)-dependence of the kind \( e^{-j \beta_n x} \), with a complex wavenumber \( \beta_n = k_0 + 2 \pi n / \beta_0 \). Hence, each space harmonic propagates along the \( x \) axis with a different phase constant \( \beta_n = \beta_0 + 2 \pi n / \beta_0 \), but attenuates with the same leakage constant \( \alpha \).

When the array is multilayered as shown in Fig. 1(b), the scattered space harmonics impinge on the neighbor arrays as new incident waves and are scattered into another set of space harmonics, which then impinge back on the original array. A concatenation of these processes explains the multiple scattering of wave fields in the layered arrays. The scattering process from each layer of the structure is characterized by the reflection and transmission matrices, which relate a set of the incident space harmonics to a set of reflected and transmitted ones. Due to symmetry reasons, the incident and scattered modal fields related to each cylinder within the unit cell can be represented as a superposition of an infinite number of space harmonics. The \( x \)-dependence of the kind \( e^{-j \beta_n x} \), with a complex wavenumber \( \beta_n = k_0 + 2 \pi n / \beta_0 \), but attenuates with the same leakage constant \( \alpha \).
but only on the geometrical and physical parameters of the single cylinder and on the free-space wavenumber \( k_0 \).

The matrix \( \mathbf{L}(k, \rho, \eta) \) defined in (10), whose elements can be expressed as in (5), is a key element of the present formulation. Hence, also in this case a highly convergent and effective numerical procedure for the evaluation of the LSs with complex Bloch wavenumbers is needed to apply the present method to guided complex and leaky modes. The details of the derivation will be shown in Section III.

The complex Bloch wavenumber \( k_{\rho} \) can be found solving the following dispersion equation:

\[
\det[I - \mathbf{D}(k_{\rho}) \mathbf{R}(k_{\rho}) - \mathbf{D}(k_{\rho})] = 0
\]

with

\[
\mathbf{D} = [\exp(-j k_{\rho} w)]
\]

where \( \mathbf{D}(k_{\rho}) \) represents the transverse traveling wave behavior of the space harmonics in the guiding region having a width \( w \) and \( \mathbf{R}(k_{\rho}) \) is the generalized reflection matrix for the layered periodic structure viewed from the innermost region (guiding region in Fig. 1(b)). The latter can be easily obtained based on a recursive algorithm [25, 60, 61] using (6) and (7). The calculation process is very fast since only simple matrix multiplications are involved.

It should be mentioned that the formulation based on LSs technique is very general and flexible, since it can be applied to the full-wave analysis of leaky modes in periodic and bandgap structures composed of any kind of layered periodic arrays of dielectric circular rods [1] or of plasmonic crystals or periodic chains formed by metal nanocylinders [62]. Furthermore, the method can also consider background medium characterized by a tensor permeability [63] and the formalism can be extended to scatterers with non-circular cylindrical cross section, by numerically deriving the relevant T-matrix expression [64].

### III. Calculation of the Lattice Sums Using the Ewald Transformation

In this section, an effective technique for the computation of the series (5) in the presence of complex wavenumbers is presented, based on higher-order representations of the standard Ewald transformation for the 1-D PGF of phased line sources [13, 14].

From expressions (1)-(4) for the 1-D PGF we can write:

\[
\sum_{n=-\infty}^{\infty} H^{(2)}_0(k_{\rho} \rho_n) e^{-j k_{\rho} \rho p} = H^{(2)}_0(k_{\rho} \rho) + \sum_{n=-\infty}^{\infty} J_n(k_{\rho} \rho) e^{-j n \theta} L_m
\]

where \( L_m \) is the \( m \)-th LS in (5). Using the standard Ewald transformation reported in Appendix A, (13) can be cast in the following form:

\[
\sum_{n=-\infty}^{\infty} J_n(k_{\rho} \rho) e^{-j n \theta} L_m = -H^{(2)}_0(k_{\rho} \rho) + \frac{2j}{\pi} \int_{0}^{\pi} \frac{e^{j \rho p \eta \cos \theta}}{\eta} \frac{\eta e^{-j \rho p \eta \sin \theta}}{\eta} \eta d\eta + \sum_{n=0}^{\infty} J_n(k_{\rho} \rho) e^{-j n \theta} L_m
\]

where the Ewald splitting parameter \( E_{spl} \) that gives the best possible convergence of the overall spatial and spectral series combination should be chosen as for the standard Ewald decomposition in [65]. Multiplying both sides of (14) by \( e^{j m \theta} \), integrating in the \( \theta \) variable from 0 to \( 2\pi \) and taking into account that:

\[
\int_{0}^{2\pi} e^{j (m' - m) \theta} d\theta = 2\pi \delta_{m' m}
\]

we get

\[
J_{\rho}^{(2)}(k_\rho \rho) L_m = -\delta_{m 0} H^{(2)}_0(k_\rho \rho) - \frac{2j}{\pi} \int_{0}^{\pi} \frac{e^{j \rho p \eta \cos \theta}}{\eta} \frac{\eta e^{-j \rho p \eta \sin \theta}}{\eta} d\eta
\]

\[
+ \frac{j}{\pi} \sum_{n=-\infty}^{\infty} e^{-j \rho p \eta \sin \theta} \int_{0}^{\pi} \frac{e^{j \rho p \eta \cos \theta}}{\eta} \eta d\eta
\]

\[
+ \frac{j}{\pi} \sum_{n=-\infty}^{\infty} e^{-j \rho p \eta \sin \theta} \int_{0}^{\pi} e^{j \rho p \eta \cos \theta} \eta d\eta
\]

Since the LSs are independent of \( \rho \), we can obtain \( L_m \) from (16) dividing the left and right sides by \( J_{\rho}^{(2)}(k_\rho \rho) \) and taking the limit \( \rho \to 0 \). Furthermore, we observe that the first and second terms the right hand of (16) have the form of a \( m \)-th order spatial Ewald series, whereas the third term will be cast as a \( m \)-th order spectral Ewald series. Hence, we can write the \( m \)-th LS in terms of \( m \)-th order spectral and spatial Ewald series:

\[
L_m(k_{\rho} p, k_\rho p) = L^{sp}_{m}(k_{\rho} p, k_\rho p) + L^{sp}_{m}(k_{\rho} p, k_\rho p)
\]
The Spatial Ewald Series of the Lattice Sums.

In this subsection, we derive the expression for the $m$-th order spatial Ewald series of $L_m$. The cases $m \neq 0$ and $m = 0$ are considered separately. For $m \neq 0$, the first term in (19) vanishes and the spatial Ewald series of the LS is reduced to the following expression:

$$L_{m \neq 0}(k_{0\alpha} p, k_{0\beta} p) = \lim_{\rho \to 0} \left[ \frac{j}{\pi} J_m(k_{0\rho}) \sum_{n=-\infty}^{\infty} e^{-i k_{0\rho} n \rho} \int_{-\infty}^{\infty} e^{-i k_{0\rho} n \rho} e^{i n \theta} d\eta \right]$$

(20)

For the first term on the right side of (19) we considered that $J_m(k_{0\rho}) \to 1$ when $\rho \to 0$. Furthermore, the LS elements with the negative index $m$, can be simply calculated as $L_{-m} = (-1)^m L_m$.

A. Spatial Ewald Series of the Lattice Sums.

In this subsection, we derive the expression for the $m$-th order spatial Ewald series of $L_m$. The cases $m \neq 0$ and $m = 0$ are considered separately. For $m \neq 0$, the first term in (19) vanishes and the spatial Ewald series of the LS is reduced to the following expression:

$$L_{m \neq 0}(k_{0\alpha} p, k_{0\beta} p) = \lim_{\rho \to 0} \left[ \frac{j}{\pi} J_m(k_{0\rho}) \sum_{n=-\infty}^{\infty} e^{-i k_{0\rho} n \rho} \int_{-\infty}^{\infty} e^{-i k_{0\rho} n \rho} e^{i n \theta} d\eta \right]$$

(20)

where

$$\int_{0}^{2\pi} e^{-i k_{0} n \rho} e^{i n \theta} d\theta = 2\pi e^{-i (k_{0} n \rho / \rho)} I_m(2n^2 \rho / \rho)$$

(21)

with $I_m$ the modified Bessel function of the first kind [59]. Since we need the limit $\rho \to 0$, we use the following small argument approximations for the Bessel and modified Bessel function of the first kind [66]:

$$J_m(k_{0\rho}) \approx \left( k_{0\rho} / 2 \right)^m / \Gamma(m+1)$$

(22)

$$I_m(2n^2 \rho / \rho) \approx (\eta^2 n \rho / \rho)^m / \Gamma(m+1)$$

(23)

respectively, where $\Gamma$ is the gamma function [59]. Finally, (20) can be written as follows:

$$L_{m \neq 0} = -\frac{2^m}{\pi} \sum_{n=-\infty}^{\infty} e^{-i k_{0} n \rho} \left( \frac{n}{k_{0\rho}} \right) Q_m$$

(24)

with

$$Q_m = \int_{0}^{2\pi} e^{-i k_{0} n \rho} e^{i n \theta} d\theta .$$

(25)

We note that $Q_m$ is an even function with respect to $n$ and has a Gaussian convergence with $n$. The former property assures an effective convergence of the $m$-th order spatial Ewald series (24) for complex wavenumbers, i.e., $k_{0\alpha} = \beta_0 - j\alpha$.

The integral in (25) can be suitably calculated using either the trapezoidal or Simpson’s rule [67]. However, in order to significantly speed-up the calculation of this integral, we apply the following recurrence relation [68]:

$$Q_{m+1} = \frac{1}{2m} \left( 2mQ_m - \frac{k_{0\rho}^2}{4} Q_{m-1} + E_{sp}^m \alpha \beta e^{i k_{0\rho} \beta / 4 \alpha} e^{i k_{0\rho} \beta / 4 \alpha} \right)$$

(26)

Integrals $Q_m$ ($m \geq 2$) can then be easily calculated based on the recurrence relation (26).

For the case $m = 0$, considering (19), (27), and the expressions (49) derived in Appendix B, $L_0^{sp}$ can be written as follows:

$$L_0^{sp} = -\frac{2^m}{\pi} \sum_{n=-\infty}^{\infty} e^{-i k_{0} n \rho} \left( \frac{n}{k_{0\rho}} \right) Q_m + \frac{E_{sp}^m \alpha \beta}{2} \left( \frac{1}{s} E_{sp}^m \right)$$

(27)

$$Q_m = \frac{E_{sp}^m \alpha \beta}{2} \left( \frac{1}{s} E_{sp}^m \right)$$

(28)

where again the Gaussian convergence with $n$ of $Q_m$ allows for the evaluation of (29) when $k_{0\alpha} = \beta_0 - j\alpha$; $E_i$ is an exponential integral.

We finally note that, by letting $E_{sp}^m \to 0$, (18) vanishes and the LS coefficients in (5) are entirely described by (24), (25), and (29), thus allowing for retrieving the Ewald transformation extended to higher-order Hankel functions (see [66], Section 8.42, and [69]), which in the general case $\rho \neq 0$ assumes the following expression.
with the standard Ewald transformation in (38) being the zeroth order case.

### B. Spectral Ewald Series of the Lattice Sums

Let us rewrite the $m$-th order spectral Ewald series (18) in the form:

$$ I_{\text{spec}}^{(m+1)} = \frac{j}{\pi} \lim_{\rho \to 0} \left[ \frac{1}{J_m(k_{\rho})} \right] \times \int_{0}^{2\pi} \left[ \sum_{n=-\infty}^{\infty} e^{-i\phi(x)} \Phi(x) e^{i\mu x} d\theta \right] $$

(31)

where $\Phi(x)$ is the following Floquet periodic function:

$$ \Phi(x) = \sum_{n=-\infty}^{\infty} \phi(x - np) e^{-in\theta - np^2} $$

with $\phi(x - np) = \exp\left[ -\left(x - np\right)^2 \frac{n^2}{p^2} \right]$. By applying Poisson’s formula [14], $\Phi(x)$ can be given in terms of an infinite superposition of space harmonics, which are waves with complex propagation wavenumbers expressed as $k_{\omega} = k_{\omega 0} + 2\pi n / p$, with $k_{\omega 0} = \beta_0 - j\alpha$ and $n = 0, \pm 1, \pm 2, \ldots$. Hence, $\Phi(x)$ has the following form:

$$ \Phi(x) = \frac{1}{p} \sum_{n=-\infty}^{\infty} \tilde{\phi}(k_{\omega 0}) e^{-ik_{\omega 0}x} $$

(33)

where the following Fourier transform expression is used:

$$ \tilde{\phi}(k_{\omega 0}) = \int_{-\infty}^{\infty} \phi(x) e^{ik_{\omega 0}x} dx = p\sqrt{\pi} \left( \frac{k_{\omega 0}}{2\pi} \right) e^{-\left(\frac{k_{\omega 0}}{2\pi}\right)^2} $$

(34)

Substituting (32)-(34) in (31) we obtain:

$$ I_{\text{spec}}^{(m+1)} = \frac{j}{\pi} \lim_{\rho \to 0} \left[ \frac{1}{J_m(k_{\rho})} \right] \times \int_{0}^{2\pi} \left[ \sum_{n=-\infty}^{\infty} e^{-i\phi(x)} \int_{0}^{\infty} \phi(y) e^{i\mu y} dy \right] e^{i\mu x} d\theta $$

(35)

where $k_{\omega 0} = (k_{\omega 0}^2 - k_{\omega 0}^2)^{1/2}$ is the transverse wavenumber of the $n$-th space harmonic.

Following the calculation procedure presented in Appendix C and considering (57) and (58), we can write the spectral Ewald series in the following form:

$$ I_{\text{spec}}^{(m+1)} = \frac{2(-j)^n}{p} \times \sum_{s=0}^{[m/2]} \left( \sum_{j=0}^{[m/2]} (-1)^j \left( \frac{m}{2s^2} \right)^{1/2} \right) C_{j,n} $$

(36)

where

$$ C_{j,n} = \frac{1}{k_{\omega 0}} \text{erfc} \left[ \frac{jpk_{\omega 0}}{2E_{\text{spec}}} \right] - \frac{\left(\frac{pk_{\omega 0}}{E_{\text{spec}}}\right)^2}{k_{\omega 0}} \sum_{j=1}^{[m/2]} \left( \frac{2}{2 - j} \right) $$

(37)

with $[m/2]$ defined in (56) and the complementary error function (erfc) as in [59]. We note that the convergence of the space-harmonic expansion in (36) is ensured by the Gaussian behavior of $C_{j,n}$ with increasing $|n|$, also in the presence of complex wavenumbers $k_{\omega 0} = k_{\omega 0} + 2\pi n / p$, with $k_{\omega 0} = \beta_0 - j\alpha$ and $n = 0, \pm 1, \pm 2, \ldots$. Furthermore, the determination of the square root defining the transverse wavenumber of the $n$-th space harmonic, i.e., $k_{\omega 0} = (k_{\omega 0}^2 - k_{\omega 0}^2)^{1/2}$, in the terms (37) of the $m$-th order spectral Ewald series (36), is chosen according to the specific problem one is solving. In particular, if $\Im(m_{\omega 0}) \leq 0$ the $n$-th harmonic is said to be proper. If instead $\Im(m_{\omega 0}) > 0$, the $n$-th harmonic is improper. In modal problems, only a finite number of harmonics may be improper (leaky modes), thus ensuring the convergence of (36) for each $m$.

### IV. NUMERICAL RESULTS AND DISCUSSIONS

In this section, numerical results for several different kinds of problems are shown that validate the LSs calculation described in this paper. This effective LS formulation is implemented in a computer code and used in two independent environments. In particular, the accuracy, convergence behavior, and efficiency of the approach proposed to calculate the 1-D PGF for 2-D structures are illustrated in Section IV-A and the relevant results are compared and validated with those obtained by means of an independent and well-established standard Ewald approach [13], [14]. Furthermore, a reference full-wave method [1, Ch.3] has been extended to the rigorous analysis of the dispersion behavior of the leaky-mode phase and attenuation constants of EBG waveguides. In Section IV-B, real and imaginary parts of the propagation wavenumber are calculated and compared with those obtained by means of the PMLs-FSEM in [57] and the DtN map method in [58], thus fully validating the proposed approach.

#### A. Green’s function computation with LSs

The fast converging expressions for the LSs proposed in the previous section allow for the computation of the PGF by means of the series (4). In Fig. 2 we calculate the Green’s function with a standard Ewald approach (granting a Gaussian convergence) and the LSs expression (4), whose convergence is discussed in the following. Three different cases of complex wavenumbers are considered: A backward leaky wave (all the harmonics are chosen with a proper determination), and two
forward leaky waves (the first with one harmonic having an improper determination, the second with two harmonics having an improper determination). The comparisons of the results show a very good agreement between the two methods, thus validating the LS approach for complex wavenumbers, with proper and improper harmonics.

The LS coefficients have a Gaussian convergence and need to be computed only once, even if the Green’s function is needed at several points, since they are not coordinates dependent. This strategy is then expected to become faster than the simple Ewald method when the number of samples required is sufficiently large.

This is true if the $m$-series in (4) converges sufficiently fast. It is easy to realize that this is the case. In fact, (4) can be regarded as Fourier series of the Green’s function with respect to the variable $\theta$, in the domain $\rho < p$ due to the Graf theorem hypothesis used to obtain (3). The $m$-series is smooth with respect to $\theta$ in this domain: in fact, the only singularity of the

![Fig. 2](image1.png)  
*Fig. 2. Green’s functions of a 1-D array of line sources parallel to the z axis and periodically located along the direction x (as shown Fig. 1(a)) computed with the standard Ewald method (solid curves) and LSs series (4) (dashed curves). Real parts (black curves) and imaginary parts (gray curves). Frequency $\nu = 10$ GHz. (a) Complex wavenumber $k_x = (-0.5 - 0.1) k_0$ (all the harmonics have a proper determination; the $n = 0$ harmonic is fast) and period $p = 0.6 \lambda$. (b) Complex wavenumber $k_x = (\lambda / p + 0.5 - 0.1) k_0$ (the harmonic $n = -1$ is fast and has an improper determination) and period $p = 0.3 \lambda$. (c) Complex wavenumber $k_x = (-0.25 - 0.2) k_0$ (the harmonics $n = 0$ and $n = 1$ are fast and have an improper determination) and period $p = 2 \lambda$. The y-axis label (a.u.) stands for arbitrary unit.*

![Fig. 3](image2.png)  
*Fig. 3. Decay of the magnitude of the terms $I_m(k_x,\rho, k_0) J_m(k_0 \rho)$ in (4) versus the summation index $m$, for $\rho = p / 2$ and $y = 0$ (on-plane case). Parameters as in Fig. 2(a) (black curve), in Fig. 2(b) (dark gray curve), and in Fig. 2(c) (light gray curve). The y-axis label (a.u.) stands for arbitrary unit.*

![Fig. 4](image3.png)  
*Fig. 4. Time in seconds for the computation of the Green’s function in an equi-spaced number of points in the interval $-p / 2 \leq x \leq p / 2, \ y = 0$ (on-plane case). Two computation methods are compared: Ewald decomposition (solid lines) and LSs series (dashed lines). Parameters as in Fig. 2(a) (black curve), in Fig. 2(b) (dark gray curve), and in Fig. 2(c) (light gray curve). Forward leaky waves (the first with one harmonic having an improper determination, the second with two harmonics having an improper determination). The comparisons of the results show a very good agreement between the two methods, thus validating the LS approach for complex wavenumbers, with proper and improper harmonics. The LS coefficients have a Gaussian convergence and need to be computed only once, even if the Green’s function is needed at several points, since they are not coordinates dependent. This strategy is then expected to become faster than the simple Ewald method when the number of samples required is sufficiently large. This is true if the $m$-series in (4) converges sufficiently fast. It is easy to realize that this is the case. In fact, (4) can be regarded as Fourier series of the Green’s function with respect to the variable $\theta$, in the domain $\rho < p$ due to the Graf theorem hypothesis used to obtain (3). The $m$-series is smooth with respect to $\theta$ in this domain: in fact, the only singularity of the...*
Inside this band-gap, and the modal normalized, and made of a lossless nonmagnetic, has been fully, we also compared the LS formulation (4) with the standard Ewald approach for the off-plane case ($y \neq 0$). The results for two different cases of complex wavenumbers are shown in Fig. 5. Excellent agreement between the two methods is still observed. Finally, we note that outside the domain of validity of the LS formulation, i.e., $\rho \geq p$, the simple spectral series in (1) is assumed sufficiently fast-converging (exponential) to be used instead of both the LS series or the Ewald series [14].

In order to further speed up the calculation, we note that the PGF can be properly regularized, by removing near-singular terms at the edges of the unit cell, thus also allowing for a more efficient interpolation. Suitable regularization and interpolation procedures have been presented in the literature, which can also be adapted to the present derivation [71], [72].

B. Leaky modes in pillar type (W1) EBG Waveguide.

The method described in this manuscript has been validated on the pillar type (W1) EBG waveguide. The EBG structure bounding the waveguide presents a square lattice (i.e., the distance $h$ between adjacent layers in Fig. 1(b) is the same and $h = p$), where all circular rods in Fig. 1(b) are chosen identical, with a radius $r = 0.2p$, and made of a lossless nonmagnetic material with dielectric permittivity $\varepsilon = 11.90\varepsilon_0$. The width of the waveguide is $w = 2h$.

The results obtained for the TE modes with the current method have been compared with those from independent approaches based on the FSEM with PMLs [57] and the DtN maps [58]. In particular, we have independently developed the numerical code in [57] following the relevant formulation.

In Figs. 6 and 7, we show the dispersion behavior of the waveguide for different number of rows of cylinders: $N_1 = N_2 = 2$ and $N_1 = N_2 = N = 6$, respectively. Analyses not reported here for the sake of brevity prove that for large $N_1$ and $N_2$ (in this case, $N_1 = N_2 = N > 6$) the EBG structure bounding the waveguide shows a complete stopband region within the normalized frequency range $0.303 < p / \lambda_0 < 0.432$, where $\lambda_0$ is the free-space wavelength [57]. Inside this band-gap region, the modal fields of the pillar-type waveguide are strongly confined, thus resulting in a purely real modal propagation wavenumber [57]. However, when the number of the layers of cylinders $N_1$, $N_2$ is decreased, the EBG structure loses its complete band-gap properties, the modal field of the W1 waveguide leaks out from the guiding structure, and the relevant wavenumber becomes complex. The case $N_1 = N_2 = 2$ is treated in Fig. 6, where the normalized phase constant for the $n = 0$ harmonic, $\beta_n p / 2\pi$, and the modal normalized attenuation constant, $\alpha p / 2\pi$, of the lowest TE leaky mode obtained by using LS technique are shown as a function of the normalized frequency $p / \lambda_0$. We note that in the reported frequency range only the $n = 0$ space harmonic is fast,


Table 1 shows the convergence behavior of the normalized phase and attenuation constant versus the truncation number $M$ used in the reflection and transmission matrices in (6)-(9) to analyze the two-layered structure (as in Fig. 6) at $p / \lambda_0 = 0.35$ (the LSs have been evaluated with relative error $10^{-6}$). We note that $M$ is the truncation number of both the space- and cylindrical-harmonic expansions. The numerical analysis has shown that under the prescribed geometrical parameters the phase and attenuation constants do not change in the first 7 digits for $M \geq 7$ (totally 15 harmonics). Furthermore, our results agree with those in [57] (Fig. 7) up to the first three digits in the normalized phase constant and first four digits in the normalized attenuation constant and agrees with [58] (p. 982) up to the first 4 digits. We finally note that the proposed full-wave modal solver, based on the LS approach, is highly efficient and provides a significant speed-up over standard procedures. In particular, the computation time to obtain the complex wavenumber for one frequency point and $M = 7$ in Table I was approximately 0.07 s, whereas that for the FSEM-PML in [57] is around 25 s. The tests have been performed on an Intel Core i7@3.6 GHz with 8 GB of RAM.

<table>
<thead>
<tr>
<th>$M$</th>
<th>$\beta_0 p / 2 \pi$</th>
<th>$\alpha p / 2 \pi$</th>
<th>Time [sec]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.2127300</td>
<td>0.0012272</td>
<td>0.066320</td>
</tr>
<tr>
<td>3</td>
<td>0.2127890</td>
<td>0.0012120</td>
<td>0.067302</td>
</tr>
<tr>
<td>5</td>
<td>0.2128410</td>
<td>0.0012200</td>
<td>0.067723</td>
</tr>
<tr>
<td>7</td>
<td>0.2128620</td>
<td>0.0012256</td>
<td>0.067925</td>
</tr>
<tr>
<td>9</td>
<td>0.2128620</td>
<td>0.0012256</td>
<td>0.068002</td>
</tr>
</tbody>
</table>

V. CONCLUSION

The Lattice Sums (LSs), which are widely used as expansion coefficients of Neumann series in the evaluation of the free-space one-dimensional (1-D) periodic Green’s function (PGF) of line sources and in the electromagnetic scattering from composite materials formed by periodic arrays of circular cylinders, have been extended to the analysis of guided complex and leaky waves. The extension of the evaluation of the LSs to the case of complex wavenumbers has been made possible thanks to the suitable representation of the semi-infinite sum of Hankel functions, which typically yields the LS coefficients in terms of higher-order spatial and spectral Ewald series. The proposed approach has shown a Gaussian convergence and allowed for the correct spectral determination of each spatial harmonic constituting the leaky modal field.

The enhanced LSs procedure has been applied to the evaluation of the 1-D PGF of line sources in a homogeneous medium and implemented in a full-wave numerical approach for the modal analysis of two-dimensional (2-D) EBG waveguides. In both cases, complex wavenumbers and proper
and improper leaky-wave fields have been considered. The numerical procedures based on the LSs have been then validated by carefully comparing the relevant results with those obtained from independent approaches. Very good agreement has been observed between the different methods and, in all cases, the LSs showed improved efficiency.

The LS method is shown to be suitable for analyzing periodic leaky-wave structures and, in general, complex guided and leaky modes in typical 2-D planar periodic and EBG structures, including plasmonic crystals or periodic chains formed by metal nanocylinders. The proposed procedure can be easily applied to all the existing full-wave numerical approaches based on LSs when complex wavenumbers need to be treated.
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APPENDIX A

The Ewald decomposition [48] is used to express the PGF as a sum of two series, both having Gaussian convergence. Several decompositions are possible according to the number of periodicity directions and the dimension of the space. In the case of interest of this paper, i.e., a 1-D periodic array of line sources [13], [14], the Ewald transformation for 2-D cylindrical radiated fields is the following:

\[ H_{0}^{(2)}(k_{0}, \rho_{c}) = \frac{2}{j\pi} \int_{0}^{\infty} d\rho \frac{e^{-j\rho_{c}\varphi}}{\rho} \]  \hspace{1cm} (38)

where \( \rho_{c} = [(x-np)^{2} + y^{2}]^{1/2} \). Hence, by splitting the integral in (38) into two parts, the decomposition for the Green’s function (1) reads as follows:

\[ G(x, y) = G^{\text{par}}(x, y) + G^{\text{spec}}(x, y) \]  \hspace{1cm} (39)

with

\[ G^{\text{par}}(x, y) = \frac{1}{2\pi} \sum_{n=-\infty}^{\infty} e^{-jnp\varphi} \int_{E_{\varphi}} d\rho \frac{e^{-j\rho_{c}\varphi}}{\rho} \]  \hspace{1cm} (40)

\[ G^{\text{spec}}(x, y) = \frac{1}{2\pi} \sum_{n=-\infty}^{\infty} e^{-jnp\varphi} \int_{0}^{\infty} d\rho \frac{e^{-j\rho_{c}\varphi}}{\rho} \]  \hspace{1cm} (41)

The integrals in each term of (39) can be solved in closed form, leading to a Gaussian-converging series easy to calculate. The series in (41) can be transformed via the Poisson rule into a spectral series whose terms can be easily computed and whose convergence is also Gaussian. The value of the number \( E_{\varphi} \) can be arbitrarily chosen, but specific values have been derived [14], [65] in order to minimize the computation time by balancing the convergence of the two series by avoiding at the same time the high-frequency breakdown, i.e., cancellation errors between the series that occur at high frequencies. (However, the breakdown can still occur at sufficiently high frequencies when the period is equivalent to several wavelengths, but this case is not considered of interest for the structure investigated here).

APPENDIX B

When \( m = 0 \) we need to evaluate the limit of the first term on the right side of (19) as follows:

\[ \lim_{\rho \to 0} \left[ -H_{0}^{(2)}(k_{0}\rho) + \frac{2j}{\pi} \int_{0}^{\infty} \frac{e^{-j\rho q^{2}/4q^{2}}}{\rho} d\rho \right] \]  \hspace{1cm} (42)

First, taking into account the approximation of the Hankel function for small arguments [59], we have:

\[ \lim_{\rho \to 0} H_{0}^{(2)}(k_{0}\rho) \approx 1 - j\frac{2}{\pi} \ln \left( \frac{k_{0}\rho}{2} \right) + j\frac{2}{\pi} \gamma \]  \hspace{1cm} (43)

where \( \gamma \) is the Euler constant [59]. Then, expressing the integral in (42) through the exponential integral \( E_{q}(z) \) [13]:

\[ \frac{2j}{\pi} \int_{E_{\varphi}}^{\infty} \frac{e^{-j\rho q^{2}/4q^{2}}}{\rho} d\rho = \frac{j}{\pi} \sum_{q=0}^{\infty} \left( \frac{k_{0}\rho}{2E_{\varphi}} \right)^{2q} \frac{1}{q!} E_{q+1} \left( \frac{\rho^{2}E_{\varphi}^{2}}{p^{2}} \right) \]  \hspace{1cm} (44)

and using the approximation of the exponential integral for small arguments [59]:

\[ \frac{j}{\pi} \sum_{q=0}^{\infty} \left( \frac{k_{0}\rho}{2E_{\varphi}} \right)^{2q} \frac{1}{q!} E_{q+1} \left( \frac{\rho^{2}E_{\varphi}^{2}}{p^{2}} \right) \approx \]  \hspace{1cm} (45)

\[ \frac{j}{\pi} \gamma - \gamma \ln \left( \frac{\rho^{2}E_{\varphi}^{2}}{p^{2}} \right) + \sum_{q=0}^{\infty} \left( \frac{k_{0}\rho}{2E_{\varphi}} \right)^{2q} \frac{1}{q!} \]  \hspace{1cm} (46)

the expression inside the round brackets in (42) can be rewritten as:

\[ -1 + j\frac{2}{\pi} \ln \left( \frac{k_{0}\rho}{2} \right) + j\frac{2}{\pi} \gamma + \frac{j}{\pi} \gamma - \gamma \ln \left( \frac{\rho^{2}E_{\varphi}^{2}}{p^{2}} \right) + \sum_{q=0}^{\infty} \left( \frac{k_{0}\rho}{2E_{\varphi}} \right)^{2q} \frac{1}{q!} \]  \hspace{1cm} (46)

Finally, taking into account that:

\[ j\frac{2}{\pi} \ln \left( \frac{k_{0}\rho}{2} \right) = j \ln \left( \frac{k_{0}p}{4} \right) \]  \hspace{1cm} (47)

and

\[ \lim_{\rho \to 0} \left[ -H_{0}^{(2)}(k_{0}\rho) + \frac{2j}{\pi} \int_{0}^{\infty} \frac{e^{-j\rho q^{2}/4q^{2}}}{\rho} d\rho \right] \]  \hspace{1cm} (42)
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\[
\frac{j}{\pi} \ln \left( \frac{k_s p^2}{4} \right) - \frac{j}{\pi} \ln \left( \frac{\rho^2 E_{sp}^2}{p^2} \right) = \frac{j}{\pi} \ln \left( k_s p^2 \frac{E_{sp}^2}{4} \right)
\]

(48)

the \( \rho \) dependence disappears and we obtain for (42) the following closed form expression:

\[
-1 + \frac{j}{\pi} \left[ \gamma + \ln \left( \frac{k_s p^2}{4E_{sp}^2} \right) + \sum_{q} \left( \frac{k_s p}{2E_{sp}^2} \right)^{2q} \frac{1}{q q!} \right] = -1 + \frac{j}{\pi} Ei \left( \frac{k_s p^2}{4E_{sp}^2} \right)
\]

(49)

where the exponential integral (Ei) function in (49) is defined as in [59].

**APPENDIX C**

We evaluate here the limit expression for \( \rho \to 0 \) of the spectral Ewald series in (35). We make the substitution \( \tilde{\eta} = 1/\eta \) in the inner integral (35) and expand \( -y^2/(\rho \eta^2) \) into the series:

\[
-\frac{y^2}{\rho^2 \eta^2} = \sum_{n=0}^\infty (-1)^n \left( \frac{y}{\rho} \right)^{2n} \frac{1}{n!} \eta^{2n}.
\]

(50)

Then, using the following integral expression [66]:

\[
\int_{1/\eta}^{\infty} \frac{e^{k_s p^2 y^2}}{\eta^{2n+1}} \, d\eta = \frac{1}{2} \left[ -j \frac{k_s p}{2} \right]^{2n+1} \Gamma \left( \frac{1}{2} - q, -\frac{k_s p^2}{4E_{sp}^2} \right)
\]

(51)

where the incomplete \( \Gamma \) function in (51) is defined as in [59]. (35) can be cast in the following form:

\[
I_{m \to 0}^{\text{spec}} = \frac{j}{2\pi} \lim_{\rho \to 0} \left[ \frac{1}{\eta} \sum_{n=-\infty}^{\infty} \sum_{q=0}^\infty (-1)^n \Gamma \left( \frac{1}{2} - q, -\frac{k_s p^2}{4E_{sp}^2} \right) \right]
\]

(52)

Taking into account that \( y = \rho \sin \theta \) and \( e^{-\beta \eta^2} \approx \sum_{n=0}^\infty (-j)^n J_n \left( k_s p q \right) e^{-j n (\theta - \pi/2)} \), where \( X_n \) is equal to 0 or \( \pi \), the integral in (52) has the following form:

\[
I_{m \to 0}^{\text{spec}} \approx \sum_{n=-\infty}^{\infty} (-j)^n J_n \left( k_s p q \right) e^{-j n (\theta - \pi/2)} \int_0^{2\pi} y^2 e^{-\beta \eta^2} e^{i m \theta} \, d\theta
\]

(53)

Since \( \int_0^{2\pi} \sin^2(\theta) e^{j (m-n) \theta} \, d\theta = 0 \), when \( m-s \) is odd and when \( m-s \) is even, with \( m-s = 2s' \) for \( |s'| > q \) (see Section 3.631 in [66]), (53) can be written as:

\[
\int_0^{2\pi} y^2 e^{-\beta \eta^2} e^{i m \theta} \, d\theta = \pi \rho^2 \sum_{s=-\infty}^{\infty} (-j)^{n-2s} \left( \frac{-1}{2} \right)^{s} \frac{(2q)!}{(q-s')!(q+s')!}, \quad q \geq |s'|.
\]

(54)

and (52) is reduced to the following expression:

\[
E_{m \to 0}^{\text{spec}} = \frac{(-j)^{n-1} m}{\pi^{1/2}} \lim_{\rho \to 0} \left[ \frac{1}{\eta} \sum_{n=-\infty}^{\infty} \sum_{q=0}^\infty (-1)^n \Gamma \left( \frac{1}{2} - q, -\frac{k_s p^2}{4E_{sp}^2} \right) \right]
\]

(55)

where the simple relations \( (-j)^{s'} \approx (-1)^s', e^{i (m-2s') \eta} = e^{im \eta} \), and \( j(-j) = (-j)^{s'} \) have been applied.

In order to evaluate the limit \( \rho \to 0 \), we consider the small argument approximation of the Bessel function of the first kind of order \( m \), i.e., \( J_m(z) \approx (z/2)^m / m! \). We note that when \( \rho \to 0 \), the right side of (55) always becomes zero except when \( 0 \leq s' \leq \lfloor m/2 \rfloor \), with \( q = s' \) [66] and

\[
\lfloor m/2 \rfloor = \begin{cases} m/2, & m = 0, 2, 4, \ldots \\ (m-1)/2, & m = 1, 3, 5, \ldots \\ \end{cases}
\]

(56)

This is because only for \( q = s' \), do terms with \( \rho \) simplify. In all the remaining cases, \( \rho \) appears in the numerator and in the limit \( \rho \to 0 \) the term on the right side of (55) tends to zero. As a result, (55) is rewritten as follows:

\[
E_{m \to 0}^{\text{spec}} = \frac{(-j)^{n-1} m}{\pi^{1/2}} \left[ \sum_{n=-\infty}^{\lfloor m/2 \rfloor} \frac{1}{k_s p^{2s}} \right] (-j)^{2s'} \frac{k_s p^2}{4E_{sp}^2}
\]

(57)

The expression (57) can be further simplified by considering the equality \( 2^s' s'! (\sqrt{2} \pi)^{1/2} = (-1)^s' \Gamma(1/2 - s') (2s')! \) and expressing the incomplete gamma function as follows:
The latter can be obtained if we apply a repeated integration by parts to the incomplete Gamma function \([58]\). Number of repetition depends on index \(s'\).
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